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Abstract 

 Morphological changes and the effective mechanical response of cells are potent markers for 

various diseases and an understanding of cellular growth and their development cycles. A quantitative 

understanding of these morphological (volume or surface area) and mechanical (stiffness) changes caused 

by different pathogens or chemicals/drugs can be vital for disease diagnosis in large-scale population 

screening in low-resource conditions. studies.  All the biological systems are extremely complex and their 

morphology, as well as mechanics, are sensitive to their environment (pH, Tonicity, Temperature). The 

understanding of these physical parameters in soft materials also have promising applications in various 

pharmaceuticals industries, including optimizing small-molecule delivery capsules or vesicles used in 

various cell-response. In this thesis work, we use resistive pulse sensing-based custom electro-fluidic 

devices, atomic force spectroscopy measurements, and various microscopy techniques to quantitatively 

study the cellular mechanical and/or physiology of model cells and biological cells. The research work 

presented in this thesis is divided into the following parts:  

Chapter 1 introduces the background of cellular mechanosensing scientific research work required for this 

thesis. We also give a brief introduction about the different approaches used across the globe for cellular 

qualitative or quantitative mechanical as well as physiological studies. Here, we also explain the 

biochemical aspect of a cell’s interior to establish an understanding of how cells respond to different types 

of probing methods to give different mechanical and physiological responses. The ambiguity in various 

measurement techniques giving different quantitative values is also discussed in this chapter. We also 

provide a brief overview of important topics related to the upcoming chapters, followed by an outline of 

various problems addressed in this thesis. 

Chapter 2 provides all the details on the sample preparation protocols, and the procedures involved in 

procuring and handling the biological samples, drugs, and chemicals used. The working principle of the 

Resistive Pulse Technique (RPT) and the Atomic Force Microscopy (AFM) force spectroscopy 

measurements, extensively used in this thesis work are detailed in this chapter. A review of different 

theoretical models used to understand the data acquired using the resistive pulse technique is also briefed 

here. I next describe the steps involved in fabricating the custom-made micropore device for RPT 

experiments. This is followed by a description of the sample incubation chamber made in the lab for AFM 

force spectroscopy study on cells. We also provide a thorough detail on all instruments, their required 
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settings along with troubleshooting tips we learnt while performing these experiments. This chapter is 

intended a guidebook for anyone starting fresh on resistive pulse technique and AFM force spectroscopy. 

Chapter 3 establishes the electro-fluidic measurement principle used in this thesis work. First, we measure 

the volumetric changes in red blood cells in physiologically relevant alcohol concentrations. Alcohol 

exposure has been postulated to adversely affect the physiology and function of the red blood cells (RBCs). 

The global pervasiveness of alcohol abuse, causing health issues and social problems, makes it imperative 

to resolve the physiological effects of alcohol on RBC physiology. Alcohol consumed recreationally or 

otherwise almost immediately alters cell physiology in ways that are subtle and still unresolved. In this 

chapter, we demonstrate high-resolution quantitative electrofluidic measurement of changes in RBC 

volume upon alcohol exposure. We find an RBC shrinkage of 5.3% at 0.125% ethanol (the legal limit in 

the United States) and a shrinkage of 18.5% at 0.5% ethanol (the lethal limit) exposure. Further, we also 

measure the time dependence of cell volume shrinkage (upon alcohol exposure) and then recovery (upon 

alcohol removal) to quantify shrinkage and recovery rates of RBC volumes. This work presents the first 

direct quantification of temporal and concentration-dependent changes in red blood cell volume upon 

ethanol exposure. We present a universally applicable high-resolution and high-throughput platform to 

measure changes in cell physiology under native and diseased conditions. 

Chapter 4 presents a lab-made cost-effective (~3500 INR) trans-impedance amplifier compatible with our 

electro-fluidic micropore devices for resistive pulse sensing of Biologicals samples. In Chapter 3, we show 

that our electro-fluidic measurements require a low-noise trans-impedance amplifier. The required 

commercial amplifiers cost as much as 4 to 12 lakh INR. Here, we introduce our low-cost and portable 

trans-impedance amplifier and characterize the maximum range, absolute error percentage, and RMS noise 

of the amplifier in the measured current signal, along with the amplifier’s bandwidth, and compare these 

characteristics with the commercial amplifiers. Using our home-built amplifier, we demonstrate a high 

throughput detection of ~1300 cells/second and resolve cell diameter changes down to 1 μm. Finally, we 

demonstrate the measurement of cell volume changes in E. coli bacteria when exposed to ethanol (5% v/v), 

which is otherwise difficult to measure via imaging techniques. Our low-cost amplifier (~100-fold lower 

than commercial alternatives) is battery-run and completely portable for point-of-care applications. 

Chapter 5 establishes an empirical formulation for the estimation of cellular elastic modulus using a high-

throughput label-free approach. We first establish the quantitative measurement of cell stiffness using the 

softening effect of the actin inhibitor drug (Latrunculin-A) as a control parameter. We correlate our electro-
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fluidic quantitative measurement with the cellular elasticity measurements using atomic force microscopy 

on red blood cells. The concentration of the available actin reduces in the presence of the Lat-A drug as it 

binds to the actin monomers near the nucleotide-binding cleft and prevents actin monomers from 

polymerizing. The decrease in the polymerizing rate of actin monomers affects the whole cell stiffness. We 

make use of the AFM force spectroscopy measurements and various electro-fluidic experimental data to 

establish an empirical model for elastic modulus estimation. This approach allows us to estimate the 

relative elastic modulus of soft samples solely based on our electro-fluidic measurements. Next, we 

demonstrate the medical application of our electro-fluidic system by screening sickle cell disease (SCD) 

patients. We show that our experimental device can be used at the point-of-care, by performing all 

measurements on-site at the St. Johns Medical College Hospital. The stiffness measurements of the patient 

RBC cells were correlated with the patient’s pathology reports. We show a linear correlation of the cell 

stiffness with the patient’s HbS content. Our measurements allow us to use whole-cell stiffness as a 

preliminary screening parameter for sickle cell disease patients and also screening possibilities for many 

other hematological conditions.  Our label-free stiffness detection approach also has future applications in 

areas such as tumor cell identification, veterinary sciences as well as hydrogel technologies. 

Chapter 6 summarizes our understanding of all the problems addressed in previous chapters and highlight 

a few unaddressed or open questions to explore in the future. 
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CHAPTER 1 

 

INTRODUCTION 

 

ABSTRACT 

“Cells are the basic building block of all living things”- German scientists Theodor Schwann 

and Matthias Jakob Schleiden stated this in the early 1800s 1. Cells are truly considered the essence 

of life as they harbor the basic structure and functionality of all living organisms. Cells are 

seemingly simple but quite complex entities as they constantly adapt to their environmental and 

physiological conditions. Their unique signaling pathways allow them to communicate among 

themselves and coordinate their activities and responses in orchestrating complex biological 

processes such as growth and development2. A deeper qualitative as well as quantitative 

understanding of cellular biology is the key to unraveling the molecular mechanism for various 

human diseases. The understanding of cellular mechanics is the basis of developing novel 

therapeutic strategies targeting specific cellular pathways and mechanisms. For instance, the unique 

ability of stem cells to differentiate into various cell types holds immense potential for regenerative 

procedures, promising the repair of damaged tissues or organs by treating a degenerative disease or 

injury 3,4. The ever-evolving knowledge of various cellular systems has revolutionized the field of 

medicine for ages, but the key has always been the deeper understanding of cellular mechanics at 

the molecular level. There are numerous physical parameters that govern the mechanism of all 

living systems, like the cytoplasmic environment (pH, temperature and chemicals), osmotic 

pressure, mechanical forces (both internal and external), cellular physiology (shape and size), 

extracellular matrix dynamics, ion channel response, active and passive cellular motion, 

deformability, membrane dynamics and enzymatic activity 5–7. Note that, these physical parameters 

have the possibility to interact in complex ways within a single cell. The cells ability to 

mechanically respond to these complex interactive forces is termed as cellular mechanosensing, 

various physical parameters associated with it are shown in the schematic in Figure 1.1. 

Understanding the cellular mechanosensing, is a simple approach to a very complicated system, 

hence it is widely used for studying the force transmission, signal transduction, gene expression 
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and cellular and membrane cytoskeleton responses in cells and tissues8. In this chapter, we attempt 

to provide brief details on various measurement systems used by the cellular mechanosensing 

research community to study the mechanical response and properties of various cellular systems.  

 

Figure 1.1 : Physical parameters associated with the cellular mechanosensing. Various physical parameters controls the active 

and passive motion of the cells, which in principle governs all the living systems. The complexeity of all these parameters can simply 

be observed by monitoring the cellular mecahnical responses.  
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1.1 Microfluidics-based Cellular Mechanosensing 

Microfluidic systems have been a promising tool in studying cell mechanics with different 

approaches. In these approaches cells that are suspended in a buffer are probed in microchannels 

using different fluid flow methods and the cellular response is then sensed with various techniques 

9–18. These microfluidic studies usually require a flow/pressure system and microchannels, usually 

made of polydimethylsiloxane (PDMS) using standard lithographic techniques, for the flow. The 

novelty of the cellular mechanosensing measurements in these approaches lies in the unique channel 

design integrated with a sensing tool, a fluid system, and the interpretation of the cell's response. In 

this section, we will review various microfluidic system designs and the associated sensing 

techniques to measure cellular mechanics, commonly referred to as flow cytometry. Flow 

cytometry is one of the novel approaches to detect and analyze different mechanical properties of 

cells as they flow inside a channel with an appropriate buffer solution. For mechanosensing of 

biological samples, the flow cytometry is often integrated with an imaging setup 9,11–14,16–18 and/or 

electrical measurement system 10,15,19, where the samples are either probed using high fluid flow, 

intersecting fluids, and/or interaction with the constricted device surfaces. The changes in the 

cellular structures are imaged with a high-end fast camera or electrical signals, and temporal or 

spatial analysis of these cellular changes is modeled to estimate the cell's mechanical properties. In 

this section, we briefly discuss some of the methods used in this research area for cellular 

mechanosensing. 

 

1.1.1 Quantitative Deformability Cytometry (q-DC) 

Standard soft lithographic techniques are used to fabricate polydimethylsiloxane (PDMS) 

q-DC devices with 5 μm or 10 μm wide occlusion channels. The q-DC microfluidic system has an 

extended network of parallel occlusion array channels (See Figure 1.2) and cell passage is 

monitored using an inverted microscope equipped with 20X/0.4 NA Objective. Cells (HL-60 cells 

used in this study) are driven through the occlusions with a constant air pressure applied at the inlet, 

and the pressure is regulated by using a pneumatic valve. A downstream filter is also used in the 

flow pathway to trap junk or cell aggregates (> 20 μm in size). The images of the cellular 

deformation through the occlusions are acquired using a CMOS camera at the rate of 200-2000 fps. 
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The acquired images are used to measure the cell shape, determining the time-dependent circularity 

of the cells, as they are driven through the constriction. The time-dependent circularity is defined 

as C(t)=4πA(t)/P(t)2, where A(t) and P(t) are time-dependent cross-sectional areas of cells and 

pressure. The time-dependent strain ε(t) is measured in terms of change in circularity 18,20 as: 

     𝜀(𝑡) =
𝐶0−𝐶(𝑡)

𝐶0
    (1.1) 

Here, Co is the circularity of the cell before going through the constriction part of the channel. 

The time-dependent creep function J(t) is determined as the ratio of the observed time-dependent 

strain ε(t) and the time-averaged stress 𝜎 

      𝐽(𝑡) =
𝜀(𝑡)

𝜎̅
     (1.2) 

where the time-averaged stress 𝜎 is defined as: 

𝜎̅ = 𝐴 ∗ 𝑃𝑎𝑝𝑝𝑙𝑖𝑒𝑑     (1.3) 

where, A is the system calibration factor, which is determined by using agarose particles with elastic 

moduli estimated using atomic force microscopy. Assuming that the cells and the calibration 

particles are within the linear elastic regime, the calibration factor ‘A’ can be determined by the 

strain-stress relation at the threshold where Papplied = Pthreshold as: 

𝐴 =
𝐸∗𝜀𝑐

𝑃𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
    (1.4) 

where E is the elastic moduli of the calibration particle, Pthreshold is the minimum pressure needed to 

drive at least 80% of particles through the constriction, and εc is the minimum strain induced by the 

applied stress for the calibration particle transit. 

Considering above four equations, we get the expression for the time-dependent creep function as: 

𝐽(𝑡) =
1

𝐸𝜀𝑐
(

𝑃𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑

𝑃𝑎𝑝𝑝𝑙𝑖𝑒𝑑
) (

𝐶0−𝐶(𝑡)

𝐶0
)   (1.5) 

The Power Law Rheology (PLR) model gives the expression for the time-dependent creep function 

as follows: 
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𝐽(𝑡) =
1

𝐸
(

𝑡

𝜏
)

𝛽
    (1.6) 

Where E is the elastic modulus, τ is the characteristic timescale (commonly kept 1) and the exponent 

β reflects the rate of stress dissipation, which also provides a measure of cell fluidity. The above 

equations can be compared to estimate cellular fluidity. Note that, when β=0, the creep function 

reduces to the Hookian model and describes a purely elastic system, whereas when β = 1, the creep 

function reduces to the Newtonian liquid-drop model describing the system as purely viscous. 

 

Figure 1.2 Quantitative Deformability Cytometry (q-DC). Schematic of the quantitative deformability cytometry (q-DC) 

microfluidic system having 16 parallel occlusion array channels and a single cell transiting through the constricted channel by a 

pressure-driven flow. A microscopic image of the array channels is also shown here. The time-dependent circularity is also shown 

here, which is used to estimate the beginning and end of the creep. The time-dependent creep trajectory data fitted with Maxwell 

(red dotted line), Kelvin-Voigt (KV, purple long-dashed line), Standard Linear Solid (blue dot-dashed line), and the Power Law 

Rheology (green short-dashed line) models fitted for HL-60 cells (gray dots). Figures are reprinted with permission from 20,21. 
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1.1.2 Dimensionless Indexing of Cellular Stiffness-based Deformability  

In this method, dimensionless indexes are introduced in the limiting case where the cells 

achieve an equilibrium transit velocity (elastic limit approximation) by tracking cell position as it 

passes through a small constriction channel. As shown in Figure 1.3 the velocity profile of a cell in 

the constriction has two phases, a non-equilibrium phase followed by a transit point, beyond which 

an equilibrium phase with a constant velocity. Since cells are viscoelastic they are considered as a 

combination of springs and dampers. The equilibrium transition point isolates the elastic behavior 

from the visco-elastic behavior. The Kelvin-Voigt model 9 for such a system gives the expression 

for the total force response as: 

𝐹 = 𝐹𝑠 + 𝐹𝑑      (1.7) 

where, 

𝐹𝑠 = 𝑘𝛿𝑠      (1.8) 

𝐹𝑑 = 𝐷
𝑑𝛿𝑑

𝑑𝑡
      (1.9) 

Here, 𝐹𝑠 and 𝐹𝑑 are force responses for the deformed spring and deformed damper, 𝑘 is the stiffness 

of the spring, 𝛿𝑠 is the deformation in the spring, D is the damping coefficient and 
𝑑𝛿𝑑

𝑑𝑡
 is deformation 

rate. 

The dimensionless indexing is possible only at equilibrium, as the damping coefficient (D) 

for each cell is difficult to estimate experimentally. Hence, to overcome this limit the channels are 

designed such that, 

𝐷𝑐 ≪ λm     (1.10) 

Here, λm is the length of the channel and 𝐷𝑐 is the undeformed cell diameter. With an additional 

approximation the ratio between the first and second phase of the velocities is negligible, which 

means that the average velocity is equal to the equilibrium velocity. With all these approximations 

and making use of the Thin-Film Lubrication theory 22, Buckingham 𝜋 theorem 23, and dimensional 

analysis, the following dimensionless indexes can be estimated: 
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𝜙̂ = (
𝑘

𝑢𝑓∗𝑢
)

−1

    (1.11) 

𝑢̂ =
𝑢𝑒𝑞

𝑢𝑓
     (1.12) 

𝛿̂ =
𝐷𝑐

𝑤
     (1.13) 

𝜆̂ =
𝜆

𝑤
      (1.14) 

Here, k, Dc, λ, 𝑢𝑒𝑞, 𝑢𝑓, w, and μ are cell stiffness, cell undeformed diameter, cell in-channel length, 

equilibrium velocity, fluid velocity, channel width, and fluid viscosity, respectively. See Figure 1.3 

for a visual interpretation of these physical parameters. So, the dimensionless index (𝐷𝐼̂) for the 

cellular stiffness can be evaluated from its equilibrium velocity and deformation when the flow 

conditions are known as all the parameters in above equations correlate to the cell deformability as 

following: 

𝐷𝐼̂ = 𝛿̂ ∗ 𝜆̂ ∗ 𝑢̂ =
𝐷𝑐𝜆𝑢𝑒𝑞

𝑤2𝑈𝑓
     (1.15) 



 
8 

 

Figure 1.3 Dimensionless Indexing of Cellular Stiffness-based Deformability: A schematic of a series of cells translocating 

through the constricted channel. (Middle) Schematic of two cells having different viscous properties passing through the constriction 

taking the same transit time. The low-viscosity cell attains the equilibrium velocity faster compared with a high-viscosity cell. The 

difference in the cellular viscosity causes the cells to have different velocity profiles, even when the transit time is the same. (Bottom) 

Shows the schematic of the device and sample parameters used for the dimensional analysis for visual interpretation. 

  



 
9 

1.1.3 Constricted Suspended Microchannel Resonator 

In this method, the buoyant mass of cells is estimated as they flow through the suspended 

microchannel resonator (SMR) device 10,17. The SMR cantilever’s vibrations are detected by an 

optical lever integrated beneath the cantilever along with an electrostatic drive electrode. An 

oscillator circuit continuously tracks the resonant frequency of the SMR device via the drive 

electrode. A constricted suspended region is fabricated on the top surface of the cantilever using 

insulated wafer thinning and dry-etching in silicon. The constriction region has a 6 µm width, 15 

µm depth, and 50 µm length, dividing the suspended microchannel into 5 major sections (See Figure 

1.4). The peak of the SMR signal (frequency vs. time) recorded within the region 1 and 2 

corresponds to the buoyant mass of the cell. The region marked between 3 and 4 is the cellular 

passage for mechanical response detection. A pressure regulator drives the cells through the entry 

(region-1) and exit (region-2) of the SMR device by maintaining a constant pressure across the 

microfluidic channel. The passage time within the constriction (between regions 3 and 4) is divided 

into entry and transit times. The features of the SMR pulse recorded contain the exact temporal 

information of the entry and transit time of the cell as it passes through the constriction. 

The H1975 cells were treated with Latrunculin-B (LatB) drug and a huge decrease in entry 

velocities is recorded compared with untreated cells, showcasing that the actin inhibitor drug (LatB) 

is softening the cell (See Figure 1.4) 10. Although there was no major effect of the drug in the transit 

velocities for the LatB-treated and untreated cells, the cell’s viscoelastic properties were critically 

reflected in the entry times compared to the transit times of the cell through the constriction. Since 

the normal friction of the cell against the channel wall is also an important parameter in the passage 

time, the constriction channels were coated with PLL or PEG. The positively charged PLL coating 

in the channel increased the overall passage time of the cells,  
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Figure 1.4 Constricted Suspended Microchannel Resonator (SMR). a The schematic of the constricted suspended microchannel 

resonator (SMR) device is shown here. b A representative SMR signal is also shown, which is later mapped with the device 

dimensions to estimate the passage time (entry and transit times) for the cellular stiffness interpretation. c The effect of surface 

coating (PLL and PEG) and cytoskeleton drug inhibitor (LatB) on the entry and transit time of H1975 cells is also shown. Figures 

are reprinted with permission from 10,17. 

whereas the neutral PEG coating did not affect the passage time (See Figure 1.4). The application 

of the device was also demonstrated by characterizing the deformations and surface friction of 

metastatic cells translocating through the constriction. 

 

1.1.4 Real-Time Shear Flow Deformability Cytometry (RT-DC) 

Fluid flow shear is a common probing approach in microfluidic systems for cell 

deformation. This approach was used to measure changes in HL-60 cells that were softened with 

the use of different doses of the cytoskeletal drug (CytoD) 12. These cells are deformed by using 

fast shear fluid flow and the deformations were imaged with a high-speed camera at 4000 fps (See 

Figure 1.5). The microfluidic setup is illuminated with a very high-power LED source used for the 

required exposure and is mounted on an inverted microscope equipped with 40X/0.75 NA objective 

lens. The deformation of cells is characterized in terms of the cell’s circularity, which is defined as: 

𝐶 =
2√𝜋𝐴  

𝑙
     (1.16) 

Where A is the cross-sectional surface area of the cell and l is the perimeter. An automated 

algorithm is used to process the contour of the cell and then determine the cross-sectional area and 

the perimeter of the cell. For an undeformed cell, the circularity (C) is 1 and for a deformed cell, it 

will be less than 1. As the cells deform the circularity of cells will decrease or the deformation (D), 
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defined as D = 1 – C will increase. It is important to note that the cellular deformations are size 

dependent, as greater shear stress is experienced by larger cells, hence deform more. An analytical 

modeling approach was used to decouple the size and deformations and establish the parametric 

isoelasticity lines of the scatter plots to extract the material properties. These isoelasticity lines 

isolate the size-deformation plots into identical stiffness regions. 

A connection between the cytoskeleton drugs affecting the intermediate filaments (actin and 

microtubules) to the progression of cells to its different cell cycle stages was demonstrated here as 

an application of this technique. The isoelasticity data for HL-60 cells with varying doses of Cyto-

D using RT-DC shows the characteristic changes in size, and deformation, showing the ability to 

distinguish between G2 and M-Phases of cell bands (See Figure 1.5). This band usually overlaps 

and is not resolvable by routine methods such as FACS (Fluorescence Activated Cell Sorting). 

 

Figure 1.5 Real-Time Flow Deformability Cytometry. a and b The schematic of the real-time flow deformability cytometry system 

is shown here along with a representative image of a HL-60 cell deformed due to the fast shear fluid flow. c The isoelasticity data 

for HL-60 cells with varying doses of Cyto-D using RT-DC shows the characteristic changes in size, and deformation, showing the 

ability to distinguish between G2 and M-Phases of cell bands. Figures are reprinted with permission from 12,17. 

 

1.1.5 Hydrodynamic Extensional Flow Deformability Cytometry 

In the previous technique, a uni-directional fast shear fluid flow was used as a probe to deform cells. 

In the current method, a hydrodynamic inertial focusing approach is incorporated to deform cells 

at high strain rates using a uniform extensional fluid flow stretching profile in an intersecting 

microfluidic channel 13,17. Here, the cells flow through a long channel attaining an inertial motion 

maintained by the inertial focusers, and then experience a rapid deacceleration caused by an 

opposing fluid flow at the intersection (See Figure 1.6). Inertial forces act on the cells due to the 

immediate deceleration experienced at the intersection, resulting in the deformation of the cells. 
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Unlike uni-directional shear fluid flow where the cells undergo only longitudinal deformation, here 

the extensional fluid stretching profile causes both longitudinal and lateral deformations in the cells. 

These deformations are captured using a high-speed camera, and the images are analyzed using 

automated computational methods. The deformability index for each cell is measured as the ratio 

of the longitudinal (a) and lateral deformations (b) i.e., 

𝐷 =
𝑎

𝑏
      (1.17) 

The deformability index (D) of each cell is plotted against its original cellular diameter as a scatter 

plot. This approach maps the deformability index qualitatively to the cellular mechanical properties, 

which helps in distinguishing populations of cells within pleural fluids 13 (See Figure 1.6). It is 

important to note that the strain rates applied using the hydrodynamic extensional flow cytometry 

do not measure the responses to actin cytoskeletal perturbations due to the fluidization of the actin 

networks caused by very high strain rates. 

 

Figure 1.6 Hydrodynamic Extensional Flow Deformability Cytometry.  a and b The schematic of the intersection hydrodynamic 

extensional flow deformability cytometry system is shown here along with an image of a cell experiencing inertial force causing the 

longitudinal and lateral deformations. c Distinguishing different populations of cells within pleural fluids based on the deformability 

index is shown here. Figures are reprinted with permission from 13,17. 

 

1.1.6 Resistive Pulse Electrofluidic Measurements 

The resistive pulse sensing technique (RPT) has been used in the medical and research fields 

for decades for the detection and counting of cells or micron-sized particles 24–28. The technique has 

existed since the early 1950s and is known as a Coulter counter 29. Many improvements have been 

employed in this technique for the quantification of the sample size, orientation, and charge. The 

advanced low-noise data acquisition and signal amplification tools have also opened up applications 
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in the field of nano-sized biological sample detection, DNA sequencing, branches in biopolymers, 

and their conformations 15,19,24,25,30,30–43. In this section, we propose the application of RPT in the 

measurement of cellular mechanical properties. Since the measurement signals are electrical and 

the technique is integrated with microfluidics, it is commonly referred to as electrofluidics. 

 

Figure 1.7 Resistive Pulse Sensing Electro-fluidic Measurements. a and b Image of a microfluidic device made on a silicon wafer 

is shown here along with the image of the sensing region of the channel and the electrodes. c A schematic electrical resistive pulse 

signal showcasing the position of the cell and the signal features is also presented here. Figures are reprinted with permission from 

44. Copyright 2012 American Chemical Society. 

The sensing part of the electrofluidic devices is commonly made out of glass, 

polydimethylsiloxane (PDMS), or silicon wafers. The sensing region is a constriction with 

dimensions smaller than the cell size under consideration. The buffer-filled device (with the 

micropore constriction at its mouth) is dipped into a fluid cell where the cells are suspended. A pair 

of electrodes are used to apply voltage and measure current across the micropore. The conductance 

depends on the ionic buffer conductivity and micropore geometry. The conductance would drop as 

a cell translocates (due to a flow generated using a syringe pump) through the constriction, giving 

an electrical pulse 44 (See Figure 1.7). Since the cell is bigger than the constriction, it will squeeze 

through, and the time taken by the cell (Δt) to translocate across the sensing region under a constant 

fluid flow will depend on the whole cell's stiffness. Any change in cellular stiffness, due to physical, 

chemical, or disease-based reasons can be detected. This technique can be used to detect the effect 

of drugs, parasites, or genetic mutations causing any change in cellular stiffness. This approach can 

either be used with or without the need for microscopy as the cell’s mechanical information is 

embedded in the Δt. As mentioned in the previous section a relevant surface coating could help 

improve the detection and resolution of signal for cells with minuscule stiffness changes. 
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1.2 Cellular Membrane-Based Mechanosensing 

 The Cellular membrane is a passive barrier protecting the nucleus and the cytoplasm of the 

cell. It also has a dynamic structure capable of sensing any mechanical cue from the extracellular 

environment, and transducing it within the cell using biochemical signals 2,8. Hence, probing the 

cellular membrane and studying the ability of cells to detect and respond to such mechanical forces 

is an amazing mechanosensing approach to understanding crucial cellular functions such as cell 

differentiation, migration, proliferation, and development of tissues 1,2,5,6. In this section of this 

chapter, we will present a few widely used cellular membrane-based mechanosensing techniques 

used by the scientific community.  

1.2.1 Micropipette Aspiration 

 A glass capillary with a very small diameter connected with a negative pressure system is 

used to apply a controlled suction pressure to cells or vesicles (See Figure 1.8a). The deformation 

in the cellular membrane or the vesicles is quantified with the known applied suction pressure. This 

entire process is termed as micropipette and is being widely in cell biology and biophysics to 

measure the mechanical tension of the cell 45–47. The degree of aspiration (part of the cell that enters 

the pipette) is observed under a microscope for further analysis is done based on these observations. 

For a spherical soft sample, the pressure across the membrane (ΔP) can be described in terms of the 

membrane tension (T) and the radius of the sample (R), using Young-Laplace Equation45 as: 

     ΔP =
2T

R
       (1.18) 

Now, when the sample is aspirated into the micropipette, at the equilibrium between the suction 

pressure and the restoring force of the membrane, the following expression is observed46: 

     Δ𝑃 =
2𝑇

𝑅𝑃
(1 −

𝐿

𝑅𝑃
)     (1.19) 

Here, RP is the radius of the micropipette, and L is the length of the cell inside the micropipette. On 

using the equations (1.18) and (1.19), the cortical tension (T) of the cell membrane under the applied 

suction pressure (Δ𝑃) can be calculated as follows: 
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     𝑇 =
Δ𝑃𝑅𝑃

2(1−
𝐿

𝑅𝑃
)
       (1.21) 

Now, if the deformations (L) are small compared with the sample size, the behavior of the cell can 

be assumed to be elastic, and the relationship between the suction pressure and the elastic modulus 

(E) of the cell can be estimated as45: 

     𝐸 = Δ𝑃
3(1−𝜈2)

2
(

𝑅

𝐿
)     (1.21) 

Here, 𝜈 is the Poisson’s ratio of the cell, and R is the radius of the cell.  

The micropipette aspiration technique has applications in understanding the mechanical properties 

of cells, (stiffness and elasticity), membrane dynamics and structure, and many therapeutic 

applications in medical research and drug industries. 

 

Figure 1.8 Cellular Membrane Based Mechanosensing. a Schematic of the micropipette aspiration experiment. Here, R is the 

cellular radius, L is the aspirated membrane length, RP is the diameter of the micropipette and ΔP is the negative pressure used to 

aspirate the cellular membrane. b Schematic of the membrane tether extraction using optical tweezer setup. The retraction force 

and the displacement of the trapped bead sue to the tether extraction are shown here.  
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1.2.2 Membrane Tether Extraction using Optical Tweezer 

 The radiation pressure of a highly focused laser light is used by the optical tweezer setup to 

trap and move microscopic objects with great precision48–51. The gradient force balances the 

scattering force near the laser beam’s focal point, trapping the particle in a stable position. The 

optical trap, works like a spring, and if any external force causes any displacement (Δ𝑥) of the bead 

out of the trap, the restoring force (𝐹𝑡𝑟𝑎𝑝) of the trap will be: 

     𝐹𝑡𝑟𝑎𝑝 =  −𝑘𝑡𝑟𝑎𝑝 Δ𝑥    (1.22) 

Here, 𝑘𝑡𝑟𝑎𝑝, is the spring constant of the trap, which depends on the laser power, wavelength of the 

laser beam, the numerical aperture of the objective, trapping medium, and the refractive index of 

the trapping particle and the medium. 

Now, the trapped functionalized bead is brought in contact with the cell membrane, the bead then 

binds with the lipid components on the cell surface. Now on pulling the bead away, a membrane 

tether extraction can be seen (see Figure 1.8b). The expression of the membrane tension (𝜎) for the 

pulled tether in terms of bending rigidity (𝜅) and force (F) required to maintain the tether is given 

by52: 

      𝜎 =
𝐹2

8𝜋2𝜅
      (1.23) 

At equilibrium, the displacement of the bead and the length of the membrane tether becomes stable 

and the membrane tension for the pulled tether can be estimated by using equations (1.22) and 

(1.23). 
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1.3 Rheology Based Cellular Mechanosensing 

Cells are viscoelastic materials, and there are various rheological experimental techniques to 

study their flow (viscosity) and mechanical (elasticity) properties. Broadly, there are two 

approaches to perform these studies; active and passive rheology53,54. The active rheology-based 

experiments are performed by applying an external force to probe the cells and study their response. 

This approach is preferred for controlled measurement to study the system in non-equilibrium. 

Whereas, passive rheology-based studies involve observing the spontaneous response of the system 

due to the environmental fluctuations without any external probes. In this section, we present one 

example of both active and passive rheology-based techniques to study cellular mechanosensing.  

1.3.1 Parallel Plate Rheometers 

 The parallel plate Rheometers consist of two plates, out of which one is stationary (bottom 

plate or stator), and the other one can rotate or oscillate (top plate or rotor). The sample is placed 

between these parallel plates (see Figure 1.9a), where the top plate acts as a probe, which can either 

rotate or oscillate to apply shear stress to the sample. The bottom plate is connected to a sensor to 

measure the response exerted by the cell in the form of force or torque. Note that, the gap between 

the two parallel plates plays a crucial role as it controls the shear rate and the accuracy of the 

measurements is dependent on it. The parallel plate Rheometer can be used in various modes; 

dynamic and relaxation. In the dynamic mode, the top plate oscillates back and forth, creating a 

sinusoidal stress. The storage (elasticity, G’) and loss (viscosity, G”) modulus of the cells when 

deformed sinusoidally can be estimated as55,56: 

𝐺′ =
𝑘𝐿0

𝑆
{

𝐷0

𝑑0
𝐶𝑜𝑠(𝜙) − 1}   (1.24) 

𝐺′′ = −
𝑘𝐿0

𝑆
{

𝐷0

𝑑0
𝑆𝑖𝑛(𝜙) + 1}   (1.25) 

Here, k is the bending stiffness, S is the area of contact, 𝐿0 is the initial length of the cell, 𝑑0, and 

𝐷0 are amplitudes of the bottom plate resulting movement and the imposed sinusoidal displacement 

to the top plate respectively, and 𝜙 is the phase lag between top and bottom plate movements. The 
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dynamic mode measurement can also be used to estimate the time-dependent cell creep function 

as: 

𝐽(𝑡) =
𝐷(𝑡)𝑆

𝑘𝑑0𝐿0
     (1.26) 

The equation (1.26) can be used to estimate cellular fluidity by comparing it to the power law 

rheology equation. 

For relaxation mode, a constant strain (D) is applied to the cells by the top plate and the 

time-dependent deflection in the plate (𝛿(t)) is measured. To maintain the desired cell strain 

feedback is applied to the bottom plate (Δ0). The expression for relaxation modulus is given by: 

𝐸(𝑡) =
𝑘𝐿0𝐷(𝑡)

Δ0𝑆
     (1.27)  
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Figure 1.9 Rheology-based Cellular Mechanosensing: a Schematic of the parallel plate Rheometer showing the top and bottom 

plates, the microscope objective, and the displacement by the plates. b Schematic of the laser tracking rheology showing the tracer 

micro beads inside the cells and the laser beam. The cross-correlation between particles gives the mean square displacement. 

 

1.3.2 Laser Tracking Rheology 

 Laser tracking rheology is a passive technique to measure the mechanical properties of cells 

by tracking micron-sized tracer particles embedded into the cells (see Figure 1.9b). The tracer 

particles interact with the cellular cytoplasmic environment and move stochastically57,58. A laser 

beam is used to illuminate the tracer particles to monitor their movement over time. The tracking 

of the particles is done using Doppler velocimetry or confocal microscopy. The mean square 

displacement of the particles is estimated using the acquired data. Note that the thermal energy 

continuously causes movement of the cytoplasmic structure, imparting random forces on the tracer 

particles. These frictional forces are proportional to the velocity of the bead and the bead’s friction 
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coefficient inside the cell. The friction coefficient depends on the cytoplasmic viscosity and size of 

the bead 57. From the Stokes-Einstein relation, the diffusion coefficient (D) is given by57: 

𝐷 =
𝑘𝐵𝑇

𝜖
     (1.28) 

Where 𝑘𝐵 is the Boltzmann constant, T is the temperature, and 𝜖 is the friction coefficient of the 

bead expressed as 𝜖 = 6𝜋𝜂𝑎, here 𝜂 is the viscosity of the suspension and 𝑎 is the radius of the 

particle. 

According to Einstein’s expression for diffusion, the relationship between the mean square 

displacement (<Δ𝑟2>) and the diffusion coefficient (D) is57: 

< Δ𝑟2 > = 4𝐷𝑡    (1.29) 

On using equations (1.28) and (1.29), we get the viscosity of the bead suspension liquid as: 

𝜂 =
2𝑘𝐵𝑇

3𝜋𝑎

𝑡

<Δ𝑟2(𝑡)> 
    (1.30) 

 

By estimating the mean displacement of the tracer particles using the laser tracking rheology, the 

viscosity of the cellular cytoplasm can be estimated according to the equation (1.30). 
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1.4 Dual Optical Stretching 

A single converging laser beam is used to create an optical trap, whereas, in a dual optical 

stretching setup, two diverging beams are used to stretch a dielectric soft sample (e.g. cells) as 

shown in Figure 1.10a. There is a momentum transfer from the laser beam due to the change in the 

refractive index at the interface of the cell and the suspension medium, which causes the cells to 

get uniaxially stretched48–51,53. The dual trap setup is integrated with a microfluidic system and a 

microscope to have better cell delivery and optically measure the deformations in the cells. The 

stress on the cells is controlled by varying the laser power and is computed with the electromagnetic 

wave model59,60. The induced force on the cells scales linearly with the incident power of the beam 

and (n-1), where ‘n’ is the sample and medium refractive index ratio. The deformation of the cells 

is measured in terms of the time-dependent strain from the optical images, and the creep compliance 

profile of the cell is estimated using the Power Law Rheology (PLR) model according to Equation 

(1.6). The time-dependent strain and the creep compliance measured for MCF-7 cells using an 

optical dual trap are shown in Figure 1.10b, which can be used to estimate the composite 

viscoelasticity of cells. 

 

Figure 1.10 Dual Optical Stretching: a Schematic of a dual laser optical stretching setup, showing the divergent laser beam, the 

direction of the stretching force, the stretched cell, and the time-dependent diameter. b Time-dependent strain and creep compliance 

of MCF-7 cells as measured using the optical dual trap. (The Figure 1.10b is used here with permission 60) 
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1.5 CONCLUSION 

In this chapter, we have discussed various mechanosensing techniques used to study cellular 

mechanical and physiological properties. We first introduced techniques that involve microfluidics-

based systems to make whole-cell measurements. These measurements involve using flow 

cytometry, micro-resonators, and electrofluidic devices. The cellular membrane-based 

mechanosensing approaches like micropipette aspiration and membrane tether extraction using 

optical tweezers were also briefed in this chapter, to understand the membrane mechanical 

properties. Rheometers are widely used to study soft matter systems, mostly the bulk suspension 

properties, here we specifically discussed some of the techniques like parallel-plate Rheometers 

and laser tracking rheology to study and estimate the mechanical properties of cells in active and 

passive states respectively. Finally, we briefed, how a dual laser system can be used to apply stress 

and stretch cells using divergent beams, followed by studying the viscoelastic properties of cells in 

the suspension. This chapter is an overview of various experimental and theoretical approaches 

used by researchers to quantitatively and qualitatively study the cellular mechanics of cells.  
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CHAPTER 2 

 

EXPERIMENTAL TECHNIQUES 

 

ABSTRACT 

In this chapter, we provide details on the working principle of the Resistive Pulse Technique (RPT) 

and the Atomic Force Microscopy (AFM) force spectroscopy measurements majorly used in this 

thesis work. Firstly, we present the basics of resistive pulse sensing along with a brief review of 

various RPT models used during the evolution of RPT over a period of time. We then elaborate 

steps involved in the fabrication of the custom-made glass micropore device, along with every small 

learning we had from all the possible mistakes we made and various ways to troubleshoot them. 

We have made a few geometrical changes to the micropore as per the requirement of the problem, 

which is also detailed here. Based on our understanding from a detailed review of various RPT 

models we have used appropriate models for our RPT data in the subsequent chapters. The details 

of the data acquisition, characterization of the micropore devices, and our understanding of the data 

are also provided in this chapter. We also present the working principle of atomic force microscope 

force spectroscopy measurements as it is used for cellular elasticity measurements in this thesis. 

We then conclude this chapter with our understanding of the experimental techniques and the 

models used for data analysis in this thesis. Note that the subsequent chapters of this thesis build 

upon all the experimental techniques presented in this chapter. 
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2.1 RESISTIVE PULSE SENSING TECHNOLOGY (RPT) 

 There are numerous methods used to study micron, sub-micron, and nanoscale biological 

and synthetic objects. The most commonly used ones are bright field, confocal, fluorescent imaging, 

optical tweezers, atomic force microscopes (AFM), rheometers, electron microscopes (EM), and 

flow cytometry. All of these techniques have their benefits and drawbacks, for example, optical 

microscopy has spatial resolution limits, whereas confocal, fluorescence, and EM imaging 

approaches have better spatial resolution, but require appropriate labels. Optical tweezers and AFM 

are amazing tools for single molecule force spectroscopy measurements but lack a reasonable 

throughput. Rheometers are great for the bulk properties of micron-sized particles, but can not be 

used for single cell level study. Flow cytometry often requires fast imaging systems and post-

processing is neither time nor data storage efficient. Note that, it is possible to couple many of these 

techniques with each other to overcome the underlying drawbacks of just one approach.  

 In this section, we are going to discuss resistive pulse sensing, a technique that works on the 

basic principle of Ohm’s law and can easily be coupled with flow cytometry, optical tweezers, and 

various microscopic imaging methods. The technique has existed since the early 1950s and was for 

the first time used by Coulter for cell counting1, since then it has been used in the medical and 

research fields for decades for the detection and counting of cells or micron-sized particles2–4. Many 

improvements have been employed in this technique for the quantification of the sample size, 

orientation, and charges5–14. The advanced low-noise data acquisition and signal amplification tools 

have also opened up applications in the field of nano-sized biological sample detection, DNA 

sequencing, branches in biopolymers, and their conformations7,9,10,15. The resistive pulse sensing 

has been an emerging platform for studying and detecting physiological, morphological, 

conformational, and mechanical properties of various biopolymers and cells7,13,16,17. In RPT the 

sensing part of the device is an orifice made of materials like silicon oxide15,18,19, silicon 

nitride10,11,20–27, carbon nanotubes28,29, graphene30,31, glass capillaries27,32–35, biological 

membrane36, polydimethylsiloxane (PDMS)37,38, and silicon wafers39. These orifice acts as a 

channel between reservoirs filled with an appropriate ionic buffer. When a particle moves through 

this channel either due to an external fluid flow or electro-osmosis, under an applied biased voltage 

the particle displaces ions in the sensing region of the channel, causing the conductance to drop 

momentarily, which can be recorded as an electrical pulse. These electrical events caused by the 

presence of a particle in the sensing region contain details about the particle’s physiology13,17,40. 
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Note that on using a low-noise data acquisition, a signal amplification system and appropriate 

dimensions of the RPT detection device also allow sensing morphological, conformational, and 

mechanical properties of various biological samples. The developments made in resistive pulse 

sensing and its evolution over time are detailed in the following sections of this thesis. 

 

2.1.1 History of Resistive Pulse Technique 

 The Coulter Counter: In the year 1953 Wallace H. Coulter for the very first time 

demonstrated the resistive pulse technique for counting cells 41. It could easily be said that Coulter 

invented the idea of blood count analysis methodology based on the resistive pulse technology, 

which is widely used in most of diagnostic applications in the modern world. In his work, Coulter 

separated two reservoirs filled with an electrolyte solution using a membrane, and electrodes were 

placed in each reservoir connected with the electrical assembly to apply voltage and read the current 

using an ammeter (see Figure 2.1 (top)). The electrolyte fluid levels in the two reservoirs were 

maintained to be higher in the left compared to the right reservoir, this was essential to create a 

pressure difference between the two reservoirs, to allow fluid flow from the left to the right 

reservoir. The blood samples were added to the right reservoir, and the pressure difference created 

due to the gravity made the blood cells flow from right to left. When particles with a higher or lower 

conductivity compared with the conductivity of the electrolyte solution go through the membrane 

channel, an instantaneous increase (i1) and decrease (i2) in currents are observed respectively (see 

Figure 2.1 (bottom)). The concentration of cells in the suspension is then estimated with the 

information on how much amount of fluid volume has moved through the channel and the number 

of spikes that occurred in a fixed amount of time. The magnitude of the current spikes correlates to 

the cellular volumes, which are then used to distinguish cells of different sizes and types from the 

whole blood, hence giving a complete blood count, which is commonly known as a CBC test today. 

More details on the analysis of volume and size estimation based on the resistive pulse technique 

can be found in the text later. 
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Figure 2.1 Schematic of the Coulter Counter design: A conducting solution is added to the two reservoirs, with two electrodes 

dipped in each reservoir. A battery is connected to provide a constant voltage, and a current meter is used to detect any changes in 

the current. The blood sample is added to the left reservoir, and an agitator is used to maintain a homogenous concentration. The 

height difference in the two reservoirs creates a pressure difference, making the particles to moves through the constriction. In the 

absence of any particle in the constriction channel, the current meter reads i0 due to the ionic current flow. Whereas when a particle 

with higher conductivity compared to the solution, an instantaneous increase in the current is detected as i1, and a particle with 

lower conductivity results in a decrease in the current as i2. The schematic of these instantaneous currents drop or rise is shown at 

the bottom. The figure is adapted from 41. 

 Maxwell Model for Resistive Pulse Technique: Inspired by Coulter’s work, in the year 1954, 

J. C. Maxwell estimated a simple expression for the change in resistance caused by a spherical 

particle when in suspension in a cylindrical geometry containing a conducting medium. In his book 

“A Treatise on Electricity & Magnetism” 42, Maxwell states that the effective resistivity of the 

solution in the presence of a non-conducting sphere in the suspension is given by: 

          𝜌𝑒𝑓𝑓 = 𝜌𝑜(1 +
3

2
𝑓 + ⋯ )                                    (2.1) 

Here, 𝜌𝑜 is the suspension medium’s resistivity and 𝑓 is the volume fraction of the sphere (i.e. the 

ratio of the sphere and the sensing part of the cylinder) which is expressed as following : 
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           𝑓 =
2𝑑3

3𝐷2𝐿
                                                                          (2.3) 

Now, since the expression for the resistance of a conducting cylinder in terms of the resistivity 

(𝜌), cross-sectional area (A), and length (L) is: 

    𝑅0 =
𝜌𝐿

𝐴
=

4𝜌𝐿

𝜋𝐷2
       (2.4) 

The effective resistance (Reff) of the same cylinder with a spherical particle of diameter ‘d’ in the 

suspension (see Figure 2.2) will be: 

    𝑅𝑒𝑓𝑓 =
4𝐿

𝜋𝐷2
 𝜌𝑒𝑓𝑓       (2.5) 

Now, on combining equations 2.2, 2.3, 2.4, and 2.5, the expression for the change in resistance 

(Δ𝑅 = 𝑅𝑒𝑓𝑓 − 𝑅0) caused by the presence of the spherical particle in the conducting medium will 

be: 

   Δ𝑅 =
4𝐿𝜌𝑜

𝜋𝐷2
[1 +

3

2
𝑓 + ⋯     −    1 ]    (2.6) 

Assuming that the length of the cylinder is very large compared to the diameter (i.e. L>>D) and 

the diameter of the spherical particle is very small compared to the diameter of the cylinder (i.e. 

d<<D), equation 2.6 can be approximated to: 

    Δ𝑅 ≈
4𝜌𝑑3

𝜋𝐷4
               (2.7) 

It is important to note that the second order term in ‘𝜌𝑒𝑓𝑓’ gets neglected and the L dependence 

can be accounted for in the equation by considering the higher order terms in ‘𝜌𝑒𝑓𝑓’. 
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Figure 2.2 Schematic of a spherical particle inside a conducting cylinder: A non-conducting spherical particle of diameter ‘d’ 

suspended inside a cylinder of diameter ‘D’ and length ‘L’ containing a conduction fluid of resistivity ‘ρ’ is shown here. 

 Grover’s Model: Inspired by Maxwell’s work on estimating the change in resistance of a 

channel caused by a spherical non-conducting sphere, in the year 1969 Grover et.al made use of 

synthetic rubies with cylindrical holes to precisely quantify the volume of latex particles 2–4. The 

following expression of relative current change in the pore was obtained to estimate the volume of 

the latex particles: 

    
Δ𝐼

𝐼
= 1.5 (

𝛿

1−𝛿
)       (2.8) 

Here, 𝛿 is the ratio of particle volume and the pore channel volume, which is expressed in terms of 

the effective pore length (Leff), pore diameter (Dp), and pore channel conductance (G) as 𝛿 =

4∗𝑉𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒

𝜋𝐷𝑃
2𝐿𝑒𝑓𝑓

, where the Leff, for a pore is measured as: 

    𝐿𝑒𝑓𝑓 =
𝜋𝐷𝑃

2

𝜌𝐺
        (2.9) 

Here, 𝜌 is the resistivity of the pore channel containing the conducting medium. A comparison of 

the latex particle’s volume measured using the resistive pulse technique and electron microscopy is 

shown in Figure 2.32.  
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Figure 2.3 Quantifying the volume of latex polystyrene particles: Volume distribution of the polystyrene latex particles as 

determined electrically (broken line) and with an electron microscope (histogram). Reprinted with permission from 2. 

 Note that, so far all the models considered the sample particles to be a sphere, hence when 

experiments were performed with non-spherical samples like RBCs, instead of a single type of 

electrical signal, two types of signals were recorded as shown in Figure 2.4. One type of the signal 

was showing a sudden peak during their passage through the pore channel (See Figure 2.4), these 

sudden peaks were explained to be a result of the non-symmetric shape of the sample. The 

theoretical studies performed by Fricke 43,44 showed that the orientation and shape of a particle 

inside the pore channel along the direction of the ionic flow changes the channel current, hence the 

relative change in the current caused by a non-symmetric particle passing through the pore channel 

is given by the equation 43,44: 

    
Δ𝐼

𝐼
= 𝛾 (

𝛿

1−𝛿
)       (2.10) 
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Here, 𝛾 is the shape factor, and the expression for the shape factor for ellipsoidal particles as 

obtained by Fricke 44and experimentally verified by Velick and Gorin 45 are: 

   
1

𝛾
= {

𝑚 cos−1 𝑚

(1−𝑚2)
3
2

−
𝑚2

1−𝑚2
              𝑂𝑏𝑙𝑎𝑡𝑒 𝑆𝑝ℎ𝑒𝑟𝑜𝑖𝑑 

𝑚2

𝑚2−1
− 

𝑚 cosh−1 𝑚

(𝑚2−1)
3
2

           𝑃𝑟𝑜𝑙𝑎𝑡𝑒 𝑆𝑝ℎ𝑒𝑟𝑜𝑖𝑑
   (2.11) 

 

Here, m is the ratio of the principle axes ‘a’ and ‘b’, i.e. m=a/b. for an oblate spheroid m<1, whereas 

for a prolate spheroid m>1. It is important to note that the expression in equation 2.11 is valid only 

if the direction of principle axis ‘a’ is along the electric field, otherwise, the expression for 𝛾 will 

be replaced by: 

    𝛾′ =
2𝛾

2𝛾−1
        (2.22) 

 

Figure 2.4 Oscillograms of resistive pulse signals for human red blood cells: The electric pulse of RBCs passing through an orifice 

of 50x50 µm dimensions at a glow rate of 450 cm/sec. The open current is 170 µA and the oscillograms are taken with a sweep of 

5.0 µsec/division. Reprinted with permission from 3. 

 Deblois-Bean Model: In the studies mentioned so far, the resistive pulse technique was used 

to detect particles in the micron-sized range. In this study sub-micron, polystyrene particles are 

driven through pores solely by the applied electric field, without using any external fluid flow or 
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pressure 5. The electrophoretic and electro-osmotic forces come into play to drive the particles 

through the pore channel. In this work, Deblois and Bean have provided a classical approach to 

understanding the translocation of the non-conducting particles under the applied electric field. On 

considering a sphere in a uniform field (see Figure 2.5), Laplace’s equation for Voltage in polar 

coordinates is given by,  

𝑉(𝑟, 𝜃) = (𝐴. 𝑟 +
𝐵

𝑟2) 𝐶𝑜𝑠𝜃    (2.23) 

 

Figure 2.5 Electric field distortion due to a non-conducting sphere inside a conducting fluid in a cylindrical tube: D(Z) shows 

the axial cross-section of an electric field streamline tube of length ‘L’, as distortion by insertion of a non-conducting sphere of 

diameter ‘d’, placed in a conducting fluid with an originally uniform field along the Z axis. Dm represents the cross-section of a 

uniform tube with a diameter equal to that of the distorted tube at its maximum bulge. Reprinted with permission from 5. 

For a non-conducting sphere, the field normal to the sphere vanishes at the surface, i.e.  

−
𝜕𝑉

𝜕𝑟𝑟=
𝑑

2

=>  𝐵 =
𝑑3𝐴

16
     (2.24) 

Hence,  

                       𝑉(𝑟, 𝜃) = 𝐴 (𝑟 +
𝑑3

16𝑟2) . 𝐶𝑜𝑠𝜃     (2.25) 

The axial component of the electric field will be:  

𝐸𝑧 =  −
𝑑𝑉(𝑟,𝜃)

𝑑(𝑟,𝜃)
=  −

𝜕𝑉

𝜕𝑟
 𝐶𝑜𝑠𝜃 +

1

𝑟

𝜕𝑉

𝜕𝜃
 𝑆𝑖𝑛𝜃   (2.26) 

Now according to Ohm’s Law the total current ‘I’ through any cross-section of diameter ‘D’ and 

distance ‘Z’ along the axis from the Centre of the axis will be: 
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 𝐼 =
2𝜋

𝜌
∫ 𝐸𝑧 𝑥 𝑑𝑥

D/2
 ,      (2.27) 

Here, x is the distance from the central axis. Now, on substituting Ez  from equation (2.26) and 

integrating we’ll get: 

𝐼(𝑧) = −𝜋𝐴
𝐷2

4𝜌
{1 − (

𝑑3

(𝐷2+4𝑧2)
3
2

)}       (2.28) 

At z=0 D = Dm, which gives us, 

𝐼(0) = −
𝜋𝐴𝐷2

4𝜌
[1 − (

𝑑

𝐷𝑚
)

3
]     (2.29) 

Far from the bulge, I will be constant and independent of the variable D, and I(z)=I(0) resulting: 

𝐷2 [1 −
𝑑3

(𝐷2+4𝑧2)
3
2

] = 𝐷𝑚
2 [1 − (

𝑑

𝐷𝑚
)

3

]    (2.30) 

The resistance across the channel with the sphere in it will be: 

 𝑅2 =
[𝑉(−

𝐿

2
)−𝑉(

𝐿

2
)]

𝐼(0)
       (2.31) 

On using the equation (2.25) and (2.31), we get: 

𝑅2 =
4𝜌𝐿

𝜋𝐷𝑚
2 [1 +

𝑑3

16𝑟3
] . [1 − (

𝑑

𝐷𝑚
)

3

]
−1

    (2.32) 

In the limits d << L, ‘r’ can be replaced with L/2, hence the expression for R2 will be: 

𝑅2 =
4𝜌𝐿

𝜋𝐷𝑚
2  [1 +

𝑑3

2𝐿3
] . [1 − (

𝑑

𝐷𝑚
)

3

]
−1

    (2.33) 

Now for R1, the approximation for resistance of a tube having varying cross-section is given by: 

𝑅 = 𝜌
∫ 𝑑𝑧

𝐴(𝑧)
,   where 𝐴(𝑧) =

𝜋𝐷2

4
 

On substituting the D2 from equation (2.30) we get, 
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𝑅1 =
4𝜌𝐿

𝜋𝐷𝑚
2  [1 − (

𝑑

𝐷𝑚
)

3

]
−1

. [1 −
2

𝐿
∫

𝑑3𝑑𝑧

𝐷2+4𝑧2

𝐿

2
0

3

2

]  (2.34) 

And,     Δ𝑅 = 𝑅2 − 𝑅1 

Hence, from eqn (7) and eqn (8), we get, 

Δ𝑅 =
4𝜌

𝜋𝐷𝑚
2  [1 − (

𝑑

𝐷𝑚
)

−1

] . [
𝑑3

2𝐿2
+ 2 ∫

𝑑3𝑑𝑧

(𝐷2+4𝑧2)
3
2

𝐿

2
0

]  (2.35) 

Now in limits d << Dm, we can approximate D =Dm, and we get  

Δ𝑅
{(

𝐷𝑚
𝐿

)<1},
𝑑

𝐷𝑚
≪1 

=
4𝜌𝑑3

𝜋𝐷𝑚
4  [1 +

3

8
 (

𝐷𝑚

𝐿
)

4
+   … … ]  (2.36) 

 

For finite values of 
𝑑

𝐷𝑚
 the following expression can be evaluated numerically: 

Δ𝑅
{(

𝐷𝑚
𝐿

)≪1}
=

4𝜌𝑑3

𝜋𝐷𝑚
4  𝐹 (

𝑑3

𝐷𝑚
3 )     (2.37) 

Where, 

𝐹 (
𝑑3

𝐷𝑚
3 ) = 1 + 1.268

𝑑3

𝐷𝑚
3  + 1.17

𝑑6

𝐷𝑚
6     (2.38) 

The experimental data for beads of diameter 91 nm, 109 nm, 121 nm, 176 nm, 234 nm, 

and 357 nm using a pore of diameter 454 nm, in terms of ΔR (MΩ) v\s Volume of the beads 

(µm3) are shown in Figure 2.6. The best-fit analysis for the experimental data shown in Figure 2.6 

is used to get the following empirical equation: 

ΔR =  
4𝜌𝑑3

𝜋𝐷𝑚
4  [1 + 0.73 (

𝑑3

𝐷𝑚
3 )]    (2.39) 
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Figure 2.6 Resistive pulse signals on the oscilloscope and the change in resistance v/s volume for polystyrene particles: Resistive 

pulse signal for 0.357 and 0.091 µm polystyrene particles through a 0.49 x 0.45 µm plastic membrane is shown on the left. The plot 

of resistive pulse ΔR vs the volume of beads of diameter 91 nm, 109 nm, 121 nm, 176 nm, 234 nm, and 357 nm using a pore of 

diameter 454 nm. The solid line is the theoretical upper limit for a 454 nm pore that best matches the experimental data. Reprinted 

with permission from 5. 

 

Access Resistance: We have discussed different approaches to estimate the resistive pulse 

effect considering the geometry of the pore channel, properties of the buffer, and the sample. In 

all of these approaches, the problem of the edge effects caused due to the electro-diffusive 

limitation experienced by the ions passing through a small confinement is not taken into account. 

This edge effect which increases the open pore resistance was initially thought to be more 

dominant in confinements made of biological membranes, but as shown by Hall in the year 1975, 

the problem of the edge effect is due to a flat pore mouth offering an additional resistance, hence 

famously known as ‘Access Resistance’46. Hall provided a theoretical expression for the access 

resistance for a pore of diameter DP with the solution conductivity ‘σ’ as: 

     𝑅𝑎𝑐𝑐𝑒𝑠𝑠 =
1

2𝜎𝐷𝑝
      (2.40) 
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Note, that the access resistance and the bulk resistance of the pore are in series, hence they add 

up. Hence, the effective conductance (Geff) of the pore in terms of bulk and access resistance can 

be written as: 

𝐺𝑒𝑓𝑓 = [𝑅𝑏𝑢𝑙𝑘 + 𝑅𝑎𝑐𝑐𝑒𝑠𝑠]−1 or   𝐺𝑒𝑓𝑓 = [
1

𝐺𝑏𝑢𝑙𝑘
+

1

𝐺𝑎𝑐𝑐𝑒𝑠𝑠
]

−1
  (2.41) 

The contribution of the access resistance in the effective open pore conductance is inversely 

proportional to the diameter of the pore channel. Hence, it is observed that the access resistance 

effect can easily be neglected while working with large pores. The resistive pulse technique-based 

experiments performed for this work were done on pore channels having diameters in the range of 

2 – 10 µm, hence the effect of access resistance terms has been neglected.  

 

2.1.2 Micropore Forging Protocol  

 For all the resistive pulse experiments performed in this thesis work, two types of 

borosilicate glass capillaries (OD = 1 mm, ID = 0.75 mm or 0.50 mm, length = 150 mm or 75 mm) 

(Sutter Instrument) were used to make the micropores. The glass capillaries are initially cleaned 

using ethanol and acetone, then nitrogen-dried. The cleaned glass capillaries are then pulled using 

a micropipette puller (model P-2000, Sutter Instrument), using the following parameters:  

 

S.no Micropore Heat Filament Velocity Delay Pull 

1 Free Flight  300 0 15 128 250 

2 Constricted 350 0 25 150 200 

Table 2.1 Micropipette puller program parameters: Two different sets of micropipette puller programs are used to pull the 

capillaries for free flight and constricted micropores respectively. 

 

The pulled capillaries (see Figure 2.7 a) are then cut and shrunk to the desired micropore geometry 

using a flame polisher instrument (MF-900, Micro Forge, Narshige). We have used two types of 

micropores in this thesis work; micropores for free flight and constricted flight experiments. The 

free-flight micropores are forged using a simple V-shaped filament (see Figure 2.7 b). Firstly, the 

pulled capillary (shown in Figure 2.7 c) is brought on top of the V-shaped filament with a small 

glass bead attached to it, and gentle contact is made between the glass bead on the filament and the 
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capillary, note that the inner diameter of the capillary at the contact is roughly 60-80 µm. The 

filament is then heated using a high voltage for a fraction of a second, which cuts the capillary as 

shown in the Figure 2.7 d. The cut capillary is then brought in front of the filament, and then high 

voltage is again used to heat the filament to get the desired micropore diameter (see Figure 2.7 e-

g). An objective of 35X magnification and a cross-hair are used constantly to monitor the diameter 

of the micropore during the entire forging procedure. Now, the constricted flight micropores are 

forged using an omega-shaped (Ω) filament (see Figure 2.7 h). The pulled capillary is carefully 

placed symmetrically at the center of the omega-shaped filament, avoiding any contact as shown in 

Figure 2.7 g. A high voltage is used to heat the filament to forge the capillary to get a long 

cylindrical constriction of the desired diameter (see Figure 2.7 j). An objective of 10X 

magnification and the cross-hair are used this time to monitor the diameter and the shape of the 

capillary. It is important to note that sometimes the forging causes asymmetry in the capillaries, so 

the capillary is then carefully rotated during the forging to correct for any asymmetry. Once we get 

the desired geometry and diameter, the omega-shaped filament is then removed, and the V-shaped 

filament is mounted. The protocol used for free-flight micropore forging is used to cut and shrink 

the access glass capillary to get the final constricted micropore (see Figure 2.7 k-n). Note that all 

the micropores are later imaged and checked for any asymmetry under a commercial bright-field 

microscope, only the symmetric micropores were considered for the experiments. Images of all the 

intermediate steps involved while forging the free-flight and the constricted micropores are shown 

in Figure 2.7. 
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Figure 2.7 Steps involved in forging a micropore from a glass capillary: (a) The image of the glass capillary pulled using the 

Shutter Puller instrument is shown here. (b-g) Images of a ‘V’ shaped filament and the steps involved in forging a free-flight 

micropore are shown. (h-n) Images of an omega-shaped (Ω) filament and the steps involved in forging a constricted micropore are 

shown. Note that these images are not to be scaled. Note that this figure is also used in Chapter 5, for the sake of the continuity of 

the discussion. 
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2.1.3 Micropore Device Preparation 

 To mount a micropore, firstly a 4 cm long TYGON Masterflex tubing (ID=0.025” and OD 

0.095”) is cut, and a 100 µL pipette tip is inserted inside it and left for about 20-30 mins (see Figure 

2.8 a). Insertion of pipette tip expands to tubing and avoids any scratched debris blocking the device 

while inserting the glass micropore in the Masterflex tubing. A pair of AgCl electrodes is made by 

chlorinating two 1-inch pieces of pure silver by keeping them half-dipped in a Clorox bleach 

solution for 12-15 hours. We then insert the desired micropore of appropriate length and an 

electrode inside the Masterflex tubing. The entire assembly is then mounted in a glass-bottom 

Teflon fluid chamber, and a polymer glue (Ecoflex 5) is used for this step (see Figure 2.8 b). We 

then melt a 100 µL pipette tip from its center using a spirit lamp and then pull it to make our custom 

pipette filler (see Figure 2.8 c). We attach the pipette filler with a syringe, insert the elongated part 

of the pipette filler inside the micropore assembly, and fill the micropore with the electrolyte buffer 

(1 X PBS or RPMI 1640). Note that the pipette filler is brought extremely close to the micropore 

orifice while filling the electrolyte buffer to make sure no air bubbles are left. Now, one end of a 

long PTFE tubing (~30 cm) is connected to the back of the Masterflex tubing, and the other end is 

attached with a syringe mounted on a syringe pump (Pico Elite, Harvard Apparatus).  
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Figure 2.8 Images of steps involved in micropore device preparation: (a) Elongation of the Masterflex tubing using a 100 µL 

pipette tip. (b) Micropore mounted in a glass-bottom Teflon fluid chamber with an AgCl electrode inserted at the back. (c) Image of 

our custom-made pipette filler made from a 100 µL pipette tip is shown here. 

2.1.4 Data Acquisition 

 A custom LabVIEW code is used to acquire the electrical data through an amplifier 

connected to the micropore experimental setup (See Figure XXX).  We have used various data 

acquisition (DAQ) systems from National Instruments to control our LabVIEW code. The specific 

details of the bandwidth setting, filter frequency, DAQ system, and the amplifier used in this thesis 

work for different projects are provided in the subsequent chapters. In Figure 2.9, we show a 

screenshot of the LabVIEW code acquiring the electrical data. The marked region 1 shows the 

controllers for applied voltage, sample rate, filter frequency, DAQ physical channels, etc. The 

sample rate and filter frequency for all the experiments while acquiring the data in this thesis work 

were kept at 100k and 10k respectively. The save file control switch, directory, size, and counters 

are highlighted in Region 2. The maximum file size is 10 MB, containing 640k points. The peak 

detection factor, event counter, and counter reset controls are shown in Region 3. The live electrical 

data is highlighted in Region 4. Region 5 shows the mean and standard deviation values of the 

measured current (nA) and voltage (mV) across the micropores. The instantaneous measured 
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resistance is also shown in region 5, which is later verified by taking an IV curve. The controllers 

for the amplifier voltage gain (α) and head stage gain (β) values are shown in Region 5. IV Curve 

Boolean switch marked in region 6 opens a new sub-VI, and a screenshot of this sub-VI is shown 

in Figure 2.10. While recording the data, the channel blockage due to any junk is observed as a 

sudden step decrease in the current, to unblock the micropore in such a situation, small pulses of 

reverse flow are applied using the syringe pump until the original open pore current is attained. 

 

Figure 2.9: Interface of the record trace LabVIEW code: The control input parameters for setting the analog input channels, 

sample rate, and filter frequency are highlighted in Region 1. The controllers in Region 2 are used to set the file save directory, file 

size, and file number, the save online Boolean switch is used to start recording the data. The peak detection factor along with the 

Online event check controllers marked in Region 3 are used record files only if an event occurs. This feature of the code is used only 

if there event rate is extremely low. The live electrical data showing the current through the micropore at a constant applied voltage 

is shown in Region 4. The panels in Region 5 show the voltage, current, and measured resistance across the micropore. The amplifier 

voltage gain (α) and head stage gain (β) controllers are highlighted in Region 6. The Boolean switch shown in region 6 is used to 

open a new sub-VI for IV curve measurement. Note this LabVIEW code builds on what was used in Dekker lab and is re-written and 

customized for our experiments 
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2.1.5 Micropore Characterization 

 Since the micropores act as a variable resistor, the characterization of each micropore is 

performed by taking an IV curve. For this, the IV Curve sub-VI of our custom LabVIEW code is 

used and the various control panels of this VI are shown in Figure XXX. The highlighted region 1 

in Figure 2.10 has controls to set the DAQ channels for applied voltage and measured current, 

region 2 has controls for the start voltage, voltage step values, and number of total steps between 

the voltages. The wait time between voltage jumps and making the measurement, the total number 

of points to be recorded, and the DAQ scanning rate are marked in Region 3. Region 4 graphically 

shows the recorded voltage corresponding to the current at different applied voltages, these voltages 

are then converted into current by using the amplifier gain values Alpha (α) and Beta (β), and the 

converted current (nA) vs applied voltage are plotted and fitted with a linear function in the graph 

shown in region 5. The resistance and conductance are estimated using the results of the fitting and 

are shown in the marked region 6. The panel shown in Region 7 is for setting the file directory to 

save the IV curve data. 
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Figure 2.10 Interface of the IV Curve LabVIEW sub-VI: The controls for analog input channels to read the voltages corresponding 

to the applied voltage and current are shown in Region 1. Controls for giving signals in defined steps to the analog output channels 

to change voltages are marked in Region 2. The time between voltage change and measurement, sample rate to record points, and 

number of points to be recorded are controlled using panels highlighted in Region 3. The voltage corresponding to each applied 

voltage is shown in panel 4. Current vs applied voltage and the IV curve fitting are shown in Region 5. The measured resistance and 

the conductance from the fitting results are shown in the indicators in Region 6. The IV curve file save directory controller is marked 

in region 7.  
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2.1.6 Data Analysis 

 We use another custom-written LabVIEW code for analyzing the recorded translocation 

events. A screenshot of this code is shown in Figure 2.11, where Region 1 shows a 6.4 sec long 

electrical data recorded.  The directory controls used to access the recorded binary files by the 

record trace LabVIEW code are highlighted in marked region 2. The software second-order 

Butterworth filter option is marked by the highlighted region 3. The voltage to current conversion 

control factor (product of α and β) set during data acquisition is in region 4. The parameters to 

identify and detect a translocation event like peak detection factor, and minimum and maximum 

dwell time allowed are marked in Region 5. The intricate details of detecting an event using the 

peak detection factor and baseline are provided in the next chapter. An indicator of the number of 

events found in a single file and the sum of all the events found in all the files are shown in Region 

6. The graphical panel shown in Region 7 shows the concatenated events found in a file that is 

being analyzed. Finally, the graphical panel in Region 8 shows the entire raw trace concatenated 

events found in all the recorded files. The analyzed data is exported to a text file, which is then 

further used for statistical interpretation and understanding using custom macros written in Igor 

software. 
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Figure 2.11 Interface of the Translocation Event Analysis LabVIEW Code: All the controls for input parameters for analyzing 

the recorded translocation events are shown in the highlighted regions 2, 3, 4, and 5. The graphical representation of the electrical 

event time trace, and concatenated events in a single file and all the files are shown in regions 1, 7, and 8 respectively. The indicator 

for the number of events found in a single file and the sum of all the number of events is highlighted in Region 6.  
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2.2 ATOMIC FORCE MICROSCOPY 

 Microscopes have been a crucial instrument for monitoring and studying various 

microscopic systems for centuries. The earliest reports of a working microscope are found to be a 

compound microscope made by two Dutch lens-crafters in the 1590s47. Galileo built a similar 

magnifying system of lenses in the year 1609, and named it ‘Occhiolino’47. Later Faber for the very 

first time used the term ‘Microscope’ for a system of lenses capable of providing a 30 times 

magnification47. The origin of the word is Greek, where ‘Micron’ means small, and ‘Skopein’ 

means to look at. The first detailed treatise on microscopy and imaging on cells was illustrated by 

the British scientist Robert Hooke in his Micrographia using his compound microscope also 

famously known as modern microscope47. Since the invention of microscopes in the 16th century, 

the field of microscopy has gone through a lot of advancement. There is a whole list of microscopy, 

which are commonly grouped into three categories; optical, electron, and scanning probe 

microscopy. Bright field, dark field, fluorescence, phase contrast, confocal, and polarized 

microscopy are various techniques considered under optical microscopy. Transmission electron 

microscope (TEM), scanning electron microscope (SEM), field emission scanning electron 

microscopes (FESEM), and reflection electron microscope (REM) are categorized under electron 

microscopy techniques. Whereas, scanning tunneling microscopy, scanning electrochemical 

microscopy, magnetic force microscopy, and atomic force microscopy are considered under 

scanning probe microscopy. In this section of the chapter, we are only going to focus on atomic 

force microscopy. We are going to briefly explore the history of atomic force microscopy, followed 

by the two major imaging modes and the force spectroscopy measurements.  

 

2.2.1 History of Atomic Force Microscopy 

 Gerd Binning and Heinrich Rohrer laid the foundational work for Atomic Force Microscopy 

(AFM) in the 1970s with the development of the Scanning Tunneling Microscopy (STM)48. The 

STM was designed to image conducting surfaces at the atomic level by scanning a sharp tip over 

the conducting surface, the measured tunneling current between the sample and the sharp tip was 

then used to create the surface morphology electronically48. The 1986 Nobel Prize in physics was 

awarded to Gerd Binning and Heinrich Rohrer for their invention of STM. Later, they invented 

AFM, which was capable of imaging non-conducting materials, unlike STM. They devised a system 

to detect the forces between a sharp tip and sample surface and image various materials. Since the 
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invention of AFM in 1986, numerous developments have been incorporated to improve its 

resolution and sensitivity. Commercialization of AFM has also brought in competition which 

hugely contributed to further advancement of the instrument, pitching in various modes like tapping 

mode, contact mode, dynamic force microscopy (DFM), phase imaging, force spectroscopy, lateral 

force or frictional force microscopy, electrical modes and magnetic force microscopy (MFM)48. 

These advanced modes with specially functionalized cantilevers have revolutionized the scientific 

community, enabling researchers to study mechanical properties, surface properties, and molecular 

interactions with remarkable precision. Although AFM has a huge versatility of modes and 

applications, the most widely used modes by the scientific community are the tapping and contact 

mode imaging and force spectroscopy measurements. In the following section, we are going to 

provide some details and the associated mathematical models used for these modes. 

 

2.2.1 AFM Imaging 

 The accurate measurements of the topological, morphological, and mechanical properties 

of the samples primarily depend on the precise alignment of a laser beam on the cantilever used to 

scan the sample surface. A visible near-infrared laser beam is directed on the back of the cantilever, 

which reflects the laser beam towards a position-sensitive photodetector (PSD), which is capable 

of detecting very small changes in the position of the cantilever based on any deflection of the laser 

spot falling on it (see Figure 2.12 a). The PSD consists of a semiconductor material and when the 

incident laser beam light falls on it, electron-hole pairs are generated, creating a current between 

the electrodes. This current (measured in the form of potential difference) is used to determine any 

change in the position and direction of the incoming laser beam, followed by estimating the precise 

position of the cantilever. Hence, a proper alignment of the laser beam is essential for precise 

cantilever motion detection. As demonstrated in Figure 2.12 b, any deflection in the cantilever 

deflects the laser beam and PSD immediately detects this deflection. Note that, a proper calibration 

(β-calibration) has to be performed to quantitatively establish the relationship between the 

cantilever deflection and the change in the PSD voltages (nm/mV). All the commercial instruments 

have their established modules to perform the β-calibration, but one of the most common mistakes 

made by an experimentalist while working with samples in liquid is that the β-calibration is 

performed in air, but the β-calibration changes in liquid. There is a feedback controller in the AFM, 

which monitors the cantilever deflections in real-time and performs the needed positional changes 
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in the cantilever according to the user's commands. These commands can maintain any one of the 

following parameters constant: cantilever deflection, force, indentation, and PSD deflection 

voltage. Now, since we understand the basics of the AFM laser alignment, β-calibration, and 

feedback controls, we will see their role in imaging samples in contact and tapping mode. 

 

Figure 2.12 Laser cantilever alignment on the PSD: (a) The laser is aligned on the PSD symmetrically as the cantilever approaches 

the sample surface. (b) The spot gets deflected from the center of the PSD when the cantilever interacts with the sample. 

Contact Mode: Although contact mode is the oldest mode of AFM, it is still widely used 

due to its simplicity. The cantilever tip constantly maintains contact with the sample surface as it 

scans. The AFM scanner’s feedback controller adjusts the height to keep the deflection constant, 

maintaining a constant interaction force between the sample and the cantilever tip. The tip-sample 

interaction depends on factors like surface chemistry, adhesion and roughness. Derjaguin Muller 

and Toporov (DMT) and Hertz models are the most common complex models used to quantify this 

interaction, but the simple Hookes’s law expressed with the following equation describes this 

interaction force well enough for imaging purposes: 

𝐹 = 𝑘 ∗ 𝑋      (2.42) 

Here, k is the spring constant of the cantilever and x is the deflection. The movement made by the 

cantilever in the vertical direction, to maintain the constant deflection is recorded to generate the 

topographical image of the surface. A contact mode image of the surface of a computer DVD is 

shown in Figure 2.13. 
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Figure 2.13 Contact mode AFM images of a DVD: The images of the surface of a computer DVD created using the AFM contact 

mode with the height (a), deflection (b), and the Z sensor (c) signals are shown here. 

 

Tapping Mode: The constant interaction between the sample and the cantilever tip in contact 

mode imaging often causes lateral force on the sample and it can lead to damaging delicate samples 

and/or the cantilever tip itself while using samples with huge topological features. Hence, tapping 

mode imaging is preferred while working with single molecule systems or soft samples, as it offers 

reduced sample-tip interaction and minimal sample damage. In tapping mode, the cantilever 

oscillates near its natural resonance frequency, which depends on the material and geometry of the 

cantilever. The amplitude and the frequency of the cantilever oscillations are affected as it 

approaches the sample surface. These changes in the cantilever’s oscillations are dependent on the 

sample cantilever interaction forces, which can be measured using the following simple equation, 

assuming that the AFM cantilever tip is acting like a harmonic oscillator: 

𝑚
𝑑2𝑧

𝑑𝑡2
+ 𝑐

𝑑𝑧

𝑑𝑡
+ 𝑘(𝑧 − 𝑧0) = 𝐹𝑠𝑡    (2.43) 

Here, m is the effective mass of the cantilever, c is the damping coefficient, k is the spring constant 

of the cantilever tip, z is the cantilever position, z0 is the cantilever equilibrium position and Fst is 

the interaction force between the sample and the cantilever tip. So, when the cantilever oscillating 

near its natural frequency approaches the sample surface the interaction force (Fst) changes, causing 

a change in the cantilever’s amplitude or frequency, which is used to devise the information about 

the sample topography. A tapping mode AFM image of the surface of a computer DVD is shown 

in Figure 2.14. 
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Figure 2.14 Tapping mode AFM images of a DVD: An image of the surface of a computer DVD created using the AFM tapping 

mode with the height (a), amplitude (b), phase (c), and Z sensor (d) signals are shown here. 
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2.2.2 AFM Force Spectroscopy Measurements 

 To estimate the mechanical properties of any material, it has to be probed with an external 

force and the material responds to the applied external force. The applied force and the response to 

it by the material are used to estimate various physical mechanical properties of the material. The 

force spectroscopy mode of AFM is used to probe the sample at the nanoscale by using the 

cantilever tip. The AFM force spectroscopy measurement is performed in the contact mode and 

involves interaction between the cantilever tip and the sample (See Figure 2.15 a). The interaction 

results in the force-distance (f-x) curve shown in Figure 2.15 b. Since we have already assumed 

that the cantilever is a spring, the most common and simple mathematical model to interpret the f-

x curve data is the Hertz model for linear elastic materials. For adhesive interactions, the Derjaguin-

Muller-Toporov (DMT) model is considered, whereas for complex contact mechanics, the Johnson-

Kendall-Roberts (JKR) model is accounted for. Since the AFM force spectroscopy work in this 

thesis was used to estimate the elasticity of red blood cells, we are only going to discuss the Hertz 

model.  

 

Figure 2.15 Schematic of force spectroscopy measurements using an atomic force microscope: (a) The schematic of a spherical 

bead attached to a cantilever probing a soft sample is demonstrated here. The cantilever’s piezo position (z), deflection in the 

cantilever (d), and the indentation in the sample (x) are also presented in the schematic. (b) A representative force-distance curve 

is shown along with the sample-cantilever contact point, the cantilever’s piezo position (solid line), and the deflection in the 

cantilever (dashed line). 

 The Hertz model stands correct for the following assumptions; (i) The sample is linear 

elastic material, i.e. it deforms under external force but regains its original shape when the force is 

removed. (ii) The deformation made by the cantilever is smaller than the characteristic length of 

the sample. (iii) The cantilever loading is axisymmetric, i.e. the force is applied perpendicular to 

the sample surface. (iv) The sample is homogeneous, with uniform elasticity throughout. Initially, 
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there was one more assumption that the cantilever tip should be perfectly spherical and the radius 

of the spherical cantilever must be smaller than the characteristic length of the sample. Later several 

extensions and modifications in the hertz model were made based on the shape of the cantilever tip. 

Most commonly used AFM cantilever tips are sharp conical, but for cellular AFM force 

spectroscopy measurements customized spherical cantilever tips are recommended to avoid damage 

to the cellular membrane if sharp tips are used.  

 

Figure 2.16 Shape of different AFM cantilever tips: (a) A spherical cantilever tip having radius Rc. (b) For very small indentations 

a spherical cantilever can be assumed to be a parabola-shaped cantilever (c) A sharp conical-shaped cantilever tip having a half 

angle of α. 

   If the Poisson’s ratio (𝜈) of the sample is known, then the mathematical expression for the 

hertz model using a spherical cantilever tip (see Figure 2.16 a) is49: 

𝐹 =
𝐸

1−𝜈2
 [

𝑎2+𝑅2

2
ln (

𝑅+𝑎

𝑅−𝑎
) − 𝑎𝑅]  where,   𝛿 =

𝑎

2
ln (

𝑅+𝑎

𝑅−𝑎
)  (2.44) 

Here, F is the external force applied by the spherical cantilever of radius ‘R’ on the sample of 

elasticity ‘F’ causing an indentation ‘𝛿’. Now, if the characteristic length of the sample is larger 

than the spherical cantilever, then for small indentations the sample sees a very small arc of the 

spherical cantilever, hence the cantilever can be assumed to be a parabolic cantilever (see Figure 

2.16 b). Hence, the expression for the hertz model for a parabolic cantilever is given by49: 

𝐹 =
4√𝑅𝑐

3

𝐸

1−𝜈2
 𝛿

3

2     (2.45) 
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Since customizing a spherical bead to a regular cantilever is extremely expensive, most of the 

research groups use a traditional contact mode sharp conical cantilever (see Figure 2.16 c), and the 

hertz expression for a conical cantilever tip with a half angle ‘𝛼’ is given by49: 

𝐹 =
𝐸

1−𝜈2

2 tan(𝛼)

𝜋
 𝛿2     (2.46) 

Note that for all the AFM force spectroscopy work done for this thesis, we have used spherical 

cantilevers, and since the indentations are very small, we have used the parabolic hertz equation for 

estimating the elasticity of our samples. We have written a custom MATLAB code to find the 

contact point in the f-x curve from the experiments and to estimate the cellular elasticity.  
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2.3 CONCLUSION 

 In this chapter, we have first discussed the development of the resistive pulse technique and 

understood its basic working principle. The fabrication of the resistive pulse device and various 

mathematical models used to understand the resistive pulse signals were discussed in detail. We 

have also provided thorough information on the custom-written LabVIEW codes for resistive pulse 

data recording, data analysis, and micropore device characterization. The significance of laser 

alignment to atomic force microscopy imaging is discussed in this chapter. We have also explained 

the two most commonly used imaging modes of AFM; contact and tapping mode. The difference 

in the images taken by both modes is also demonstrated in this chapter. We have then discussed the 

linear hertz model for the estimation of the elasticity of the sample using AFM force spectroscopy 

measurements. The content of this chapter has laid down all the details about the experimental 

techniques used in the subsequent chapter. 
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CHAPTER 3 

 

Measurement of alcohol-dependent physiological changes in red blood 

cells using resistive pulse sensing 

 

ABSTRACT 

Alcohol exposure has been postulated to adversely affect the physiology and function of the 

red blood cells (RBCs). The global pervasiveness of alcohol abuse, causing health issues and social 

problems, makes it imperative to resolve the physiological effects of alcohol on RBC physiology. 

Alcohol consumed recreationally or otherwise, almost immediately alters cell physiology in ways 

that is subtle and still unresolved. In this paper, we introduce a high-resolution device for 

quantitative electro-fluidic measurement of changes in RBC cell volume upon alcohol exposure. 

We present an exhaustive calibration of our device using model cells to measure and resolve volume 

changes down to 0.6 fL. We find RBCs shrinkage of 5.3% at 0.125% ethanol (legal limit in USA) 

and a shrinkage of 18.5% at 0.5 % ethanol (lethal limit) exposure. Further, we also measure the 

time dependence of cell volume shrinkage (upon alcohol exposure) and then recovery (upon alcohol 

removal) to quantify shrinkage and recovery of RBC volumes. This work presents the first direct 

quantification of temporal and concentration-dependent changes in red blood cell volume upon 

ethanol exposure. Our device presents a universally applicable high-resolution & high-throughput 

platform to measure changes in cell physiology under native and diseased conditions. 
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3.1 INTRODUCTION 

 Morphological changes or responses of red blood cells (RBCs) are powerful markers for a 

variety of diseases and haematological disorders1–3. Given the global reach of alcoholism, there 

have been major efforts in understanding responses of RBCs upon exposure to alcohol1–8. Changes 

intrinsic to the blood cells have been studied extensively and the role of alcohol in the suppression 

of blood cell precursors (pancytopenia) in the bone marrow, formation of fluid-filled cavities 

(vacuoles)8 or iron deposits in them and their role in elevating the risk of liver cancer is documented. 

Investigation of alterations in RBCs caused by alcohol exposure is widely investigated by methods 

like electron paramagnetic resonance spectroscopy1,9,10, fluorescence anisotropy11–15, gas 

chromatography16, laser diffraction ektacytometry1,6, micro-size mesh filtration5, electrical 

impedence cytometry17 and flow cytometry in-vitro and in-vivo7,18–23. These studies 

extensively addressed qualitative morphological, biochemical, rheological or mechanical 

alterations in alcohol introduced RBCs. However, the morphological changes studied by these 

methods were reported for too high alcohol concentrations or too long incubation times, which are 

beyond physiological levels. Non-physiological levels of ethanol were introduced to RBCs because 

detecting small changes with these conventional techniques for physiological conditions is 

challenging and has resulted in reports showing increase24–27, decrease2,7 or no change4,28 in RBC 

size in the presence of alcohol. The most recent study addressing the cell-volume changes using 

Common-path diffraction optical tomography reported measurements of 3D refractive index 

tomograms and membrane dynamic fluctuations to simultaneously study morphological, 

biochemical and biomechanical properties of RBCs subjected to physiologically relevant ethanol 

concentrations (0.0 to 0.5% v/v)4. Although this study showed changes in the mean surface area 

and sphericities of RBCs, they were unable to report on quantitative volumetric changes in RBCs 

exposed to different ethanol concentrations. Although they also do not deny the possibility of any 

such volumetric changes demonstrating sensitivity limitation and low throughput of the method.  

 In this work, we show, for the first time, high resolution quantitative measurement of 

changes in cell volume of red blood cells (RBCs) after ethanol exposure in the physiological range. 

We confirm these changes in cell volume by monitoring its recovery after the removal of ethanol 

from the RBC solution. We also measure the shrinkage and recovery time constants of RBC for 

different exposure times and concentrations. We achieve this by developing a custom-made high-

throughput electro-fluidic platform that uses resistive pulse technique for accurate electrical read-
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out of changes in cell volumes as they single-file translocate through a micropore. This is a single-

cell measurement which can sample hundreds and thousands of cells in a few minutes. Resistive 

pulse sensing is a technique widely used to count and measure the size of particles29,30,39–48,31,49–

52,32–38. We show a complete calibration of our high-resolution high-throughput resistive pulse 

technique (RPT) based micropore device for volume measurements. We used model cells 

(microbeads in the size range of typical biological cells) to test the principle and resolution limits 

of our device. After demonstrating this, we further apply this platform to measure quantitative 

volumetric changes in RBCs when introduced to physiologically relevant ethanol concentrations 

(0.0 to 0.5% v/v). We observed a decrease in the RBCs volume on introducing ethanol and a further 

decrease if incubated for longer in ethanol. This study also reports the time constants for the 

shrinkage and recovery of RBCs from shock due to ethanol addition and removal respectively. 
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3.2 MATERIAL AND METHODS 

 

3.2.1 Fabrication of Electrofluidic Devices 

Borosilicate glass capillaries (OD= 1 mm, ID= 0.75 mm, length= 150 mm) (Sutter 

Instrument) were used to fabricate micropores. Glass capillaries were cleaned by ultrasonication in 

ethanol, acetone and then ethanol again for 5 min each. Clean glass capillaries were pulled using a 

micropipette puller (Model P – 2000, Sutter Instrument), using the following parameters: Heat: 300, 

Filament: 0, Velocity: 15, Delay: 128, Pull: 250. These pulled capillaries were cut and shrunk to 

the desired micropore size using a flame polisher instrument (MF – 900, Micro Forge, Narshige). 

The micropore was then mounted in a glass-bottom Teflon fluid chamber (~100µL) using curable 

silicone glue as shown in Figure 3.1a. The micropore end of the capillary was within the Teflon 

chamber and the other end was connected to a syringe pump (Picoplus Elite, Harvard Apparatus), 

using PTFE tubing, to generate flow. Micropore diameters are estimated by measuring the smallest 

opening in the optical image of the pore cross-section, see Figure 3.1a (inset). Images of all the 

micropores used in this study are listed in Appendix Figure A5.5 and A5.6. 

 

3.2.2 Sample Preparation  

For model cells, polystyrene beads, of varying diameters, 1.0, 1.9, 2.0, 2.1, 2.8, 3.0, 4.0, 4.3, 

4.98, 6.0, 7.03 and 8.0 μm (Sigma and microParticles GmbH) were used. After washing beads in 

ultrapure (Milli-Q, Millipore) water, beads were suspended in 1X Phosphate-buffered saline, PBS 

(137 mM NaCl, 2.7 mM KCl, 4.3 mM Na2HPO4, 1.47 mM KH2PO4 at pH 7.4) to dilute the stock 

concentration to about 1.3 × 105 to 8.3 × 107 particles/ml. Beads were used in translocation 

experiments with no further processing. Red Blood Cells (RBCs) were obtained from human 

volunteers following the institutional human ethics committee approval from National Centre for 

Biological Sciences. For RBC experiments, 20 μL of the whole blood sample from the donor was 

diluted by adding 500 μL of RPMI-1640 (RPMI buffer, Sigma #SLBT0197) (pH=7.4). RPMI buffer 

is used here to keep the RBCs healthy for long duration53,54 and the salt content of the buffer55 

makes it an excellent electrolyte for translocation measurements. RBCs were then isolated from 

blood plasma and other cells by centrifuging three times at 600 rcf for 3 min at 4oC and resuspending 

RBC pellets in RPMI buffer. After the isolation step, RBCs were diluted 50-100 times for further 

experiments. For every experiment, isolated RBCs were checked for health and debris under an 
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optical microscope. For time-dependent experiments, the RBCs were stored at 4oC between 

measurements. For RBC volume measurements in the presence of ethanol, cells were incubated in 

RPMI buffer containing ethanol of different volume fractions for specific times (see text). To test 

the recovery of RBC volume, cells were resuspended in ethanol free RPMI buffer. 

 

3.2.3 Electrofluidic Measurements  

PBS or RPMI buffer was used as the electrolyte for ionic current measurements through the 

micropore. All experiments with model cells (beads) were done in PBS buffer. All RBC 

measurements were done in RPMI buffer. The glass bottom fluid chamber, microcapillary, and 

microfluidic PTFE tubing were filled with buffer. The current signals were acquired using Ag/AgCl 

electrodes, one dipped into the buffer in the fluid chamber and the other inserted into the tubing. 

The entire flow cell assembly was mounted on an optical microscope inside a Faraday cage to 

reduce electrical noise. For all measurements, the sample was pulled into the micropore by a syringe 

pump at a constant withdrawal rate of 0.5 µl/min. A Chem-Clamp low noise amplifier (Dagan 

Corp.) with 10 kHz bandwidth was used to apply a voltage (see text) across the micropore and 

record the open pore current and translocation events. Each measurement dataset contains 500-3000 

events. N ≥ 3 datasets would mean each sample is measured at least 3 times to get the mean ΔG 

and standard deviation of mean. The line frequencies in the signal were eliminated using Hum-Bug 

noise eliminator (Quesst Scientific). The signals were acquired and stored using a data acquisition 

card (National Instruments, NI myDAQ) and a custom-written LabVIEW code. Events are isolated 

in real-time from the continuous measurement of pore current (baseline) whenever current event 

crosses the threshold-1 (set at 4.5 times standard deviation of the baseline current) for at least 0.01 

ms duration (see Fig 1e). For every, isolated event, the start (tstart) and end (tend) of the event are 

then determined as the time points where the event signal crosses threshold-2 (0.5 times standard 

deviation of the baseline current ). For every event, ΔG is then calculated as the maximum 

conductance drop (between tstart and tend ) from the baseline and Δt is calculated as the time between 

tstart and tend 
56–62. 
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3.3 RESULTS AND DISCUSSION 

 

3.3.1 Principle of Electro-fluidic Measurements 

 Our devices work on the resistive pulse technique. Under an applied potential across the 

micropore, the buffer ions flow through the pore (open pore conductance) and are displaced (current 

blockades) whenever a particle flows through it. This results in characteristic electrical pulses for 

every particle translocating through the pore. The devices were first electrically characterized by 

recording I-V curves. Linear I-V characteristics of the devices were measured for all micropore 

diameters as shown in Figure 3.1b. The pore conductance (G, nS) increases with pore diameter (see 

Figure 3.1b inset) as well as the electrolyte conductivity (see Appendix Figure A5.1), as expected. 

We find that a simple cylindrical geometry describes all the salient features of our measurements. 

We model open pore conductance of our pores by51 

 𝐺 = 𝜎
𝜋

4

𝐷𝑃
2

𝐿𝐶𝑜𝑛𝑑
 (3.1) 

where, σ is electrolyte conductivity, DP is the micropore diameter and LCond is the length 

(conductance length) across which the entire pore resistance drops. From the linear fit to the 

equation (3.1) shown in Figure 3.1b (inset) we find, 

 𝐿𝐶𝑜𝑛𝑑 = (3.6 ± 0.11) × 𝐷𝑃 (3.2) 

This would mean, for example, a typical micropore of DP = 6 µm will have its LCond = 21.6 µm. 

This matches reasonably well with the visual observation of micropore images. After confirming 

stable open pore signal at the applied voltage (Figure 3.1c), samples were added to the fluid 

chamber and pulled into the micropore by maintaining constant flow using a syringe pump. Sample 

(beads/cells) translocating through the micropore were detected in the form of current pulses 

corresponding to individual particles passing through the pore. In Figure 3.1d we show a typical 

time trace of recorded electrical events for  
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Figure 3.1 Detection principle. a Schematic of the experimental setup. A micropore is mounted in the fluid chamber with buffer and 

sample. The sample is translocated through the micropore using a syringe pump. Translocation events are recorded by the amplifier 

(HS: Amplifier Head Stage). The inset is the optical microscope image of an 8.3 µm micropore with red blood cells as sample 

(Scalebar is 30 μm). b I-V characteristics of micropores of different pore diameters (Plus: 4.9 μm, Diamond: 6.0 μm, Square: 6.3 

μm, Triangle: 6.9 μm & Circle: 7.3 μm) as measured in 1X PBS buffer. The resistance values measured are 1.25, 0.70, 0.61, 0.48 

and 0.40 MΩ respectively. Inset shows the open pore conductance measured as function of micropore diameter (see Results). c-e 

shows current traces of the micropore as a function of time (seconds) before (c) any sample is added and events seen after (d) the 

sample is added. e shows the zoom of one representative translocation event, where Threshold-1 (Blue) and threshold-2 (Green) are 

used to identify the start and end of the event (see methods and materials). Here translocation time (Δt) is the time between tstart and 

tend and (ΔG) is the maximum conductance drop from the baseline (Pink). f shows ΔG histograms from three independent 

measurements of RBC cells translocating through the 8.3 µm pore. The inset shows the mean of the three measurements in the form 

of a bar graph where the error bar is the standard deviation of the mean values. 
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individual red blood cells translocating through a 8.3 µm micropore device. Under our experimental 

conditions, we routinely detect ~ 1300 RBCs/µl. The Figure 3.1e shows a zoom of one of the 

representative events. We note that, under our experimental conditions we find both, the spherical 

beads as well as discotic RBCs, produce symmetric electrical events when the sample translocates 

through the micropore. Linear IV curves and symmetric nature of the translocation events confirm 

that the internal geometrical asymmetry of the pore (if any) does not play a role in our measurement 

conditions. For every translocation event, the translocation time and the current drop were 

measured. We characterized each event with two parameters: conductance drop (ΔG, nS) and its 

characteristic event translocation time (Δt, ms) (see Fig 1e). Here the conductance drop (ΔG) 

represents the blockage of micropore current caused by the presence of a particle in the pore and 

the translocation time represents the time it takes to translocate through the sensing region of the 

micropore. For every sample, typically 500-3000 translocation events were recorded and analysed 

(see Appendix Figure A5a). To show the reproducibility of our measurements, the Figure 3.1f 

shows ΔG histograms of three independent measurements of RBCs translocating through the 8.3 

μm micropore with the variation in the mean value shown in the inset. The ΔG histograms are fitted 

with Gaussian distribution to find mean values39,42,63,64. These histogram fits are used to compare 

mean conductance drop values between multiple samples.  

We next compare electrical events of different sized beads translocating through the same 

pore. In Figure 3.2a (inset) we show representative events for beads of 3.0, 4.0, 4.3, 6.0 and 8.0 µm 

diameter translocating through a 10.0 µm micropore device. Figure 3.2a shows the mean values of 

ΔG histograms (N ≥ 3 data sets) measured for different bead sizes. We observed that the 

conductance drop in the micropore device is dependent on the size of the translocating sample. To 

confirm this, we also measured ΔG for a sample when translocating through micropores of different 

sizes. Appendix Figure A5.2a shows representative events of 3.0 µm beads translocating through 

micropores of diameter: 10.0, 8.8, 6.9, 5.6, 4.6 and 4.3 µm and Figure A5.2b shows ΔG values for 

the same conditions. All error bars in ΔG values are the standard deviation of means obtained from 

Gaussian fits of multiple datasets. Figure 3.2a and Figure A5.2 showed that the detection signal 

depends on the relative sizes of the translocating particle and the micropore. The amplitude of the 

pulse (event) corresponds to the number of ions displaced by the excluded  

https://www.compart.com/en/unicode/U+1D70F
https://www.compart.com/en/unicode/U+1D70F
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volume of the particle. This allows us to not only detect particles in our sample solution as electrical 

events but also estimate the volumes of individual particles from their ΔG values. The fit in Figure 

3.2a supports our model that the measured ΔG values depend on particle volume29. We also note 

that the signal to noise ratio (S/N) for detected events depend on the ratio of sample diameter and 

the micropore diameter. Closer the particle diameter to the micropore diameter, larger is the effect 

of excluded volume on the conductance drop (ΔG). We further use this platform to detect 

particles/cells of different sizes. In our experiments, we could not see any systematic trends in the 

translocation times of the particles of different sizes across a micropore device (see Appendix 

Figure A5.3b). This is because our translocation time estimates from Δt histograms have large 

variability, possibly due to off-center trajectories of particle through the pore, particle-wall 

interactions, syringe pump stability, and the role of pressure changes near the pore mouth in the 

presence of particles which are significant fraction of the pore size32. To understand the time 

dynamics of particle translocation further investigations are ongoing in our laboratory. 

 

3.3.2 Signal Contrast and Resolution of the Micropore Device 

To measure signal-to-noise of our device, we compared ΔG values for 4.0 ± 0.1 µm beads 

with 4.30 ± 0.13 µm beads translocating across micropores of different sizes. In Figure 3.2b we 

show the signal contrast when measured with devices with different pore sizes and show that signal 

contrast increases as the micropore diameter used are closer to the model cells being measured. 

Inset of Figure 3.2b shows ΔG histogram measured for the two bead sizes through a 6.5 µm 

micropore showing ΔG values of 120 ± 20 nS and 170 ± 20 nS for 4.0 and 4.3 µm beads 

respectively.  

To demonstrate a limiting case of signal resolution, we show in Figure 3.2c, the ΔG 

measurements of 39 ± 2, 47 ± 2 and 58 ± 3 nS respectively for beads of diameters 1.90 ± 0.04, 2.00 

± 0.04 and 2.1 ± 0.3  
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Figure 3.2 Proof of concept, signal contrast and resolution of micropore device. a ΔG values measured for different bead diameters 

(N ≥ 3 datasets for each bead diameter) translocating through a 10.0 μm micropore device. The solid line is a power function with 

exponent fit of 3.4. Inset shows representative electrical events for beads of diameter 3.0 μm, 4.0 μm, 4.3 μm, 6.0 μm and 8.0 μm 

translocating through a 10.0 μm micropore device under a constant flow rate of 0.5 µl/min. b Bar plot shows the signal contrast in 

ΔG for beads differing in diameters by 300 nm (4.3 μm and 4.0 μm), translocating through 6.5 μm, 6.9 μm, 8.8 μm and 10.0 μm 

micropore devices. The inset shows ΔG histogram with Gaussian fits for beads with diameter 4.3 μm and 4.0 μm translocating 

through a 6.5 μm micropore device. c ΔG histogram shows the change in the signal for the beads with diameters 1.9 μm, 2.0 μm and 

2.1 μm. Solid lines are Gaussian fits to the histograms. Inset is bar plot of ΔG signal for three beads with diameters 1.9 μm, 2.0 μm 

and 2.1 μm translocating through a 3.0 μm micropore device (N ≥ 3 datasets for each bead). 
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µm translocating through a 3.0 µm micropore. Average of multiple measurements of these beads 

are shown in the inset. Here we successfully show, for the first time, contrast between particles 

which differ by 100 nm in diameter or 0.6 fL in volume in particles of cellular length scales.  

We also used our electro-fluidic platform to resolve individual populations in a mixed 

sample. Beads of three different diameters, 2.0, 3.0 and 4.0 µm, were mixed in known number ratio 

and measured with a 6.5 µm micropore device. We were able to successfully find signatures of 

three distinct size clusters from our micropore analysis where the measured cluster size number 

matched quantitatively with the number ratio of the mixed sample (see Appendix Figure A5.4 and 

Table A5.1). 

 

3.3.3 Volume Quantification of Model Cells 

We have shown that the change in the micropore conductance depends on the relative size 

of the translocating particle and the micropore. Here we show that the conductance drop caused by 

particle translocation is dependent on the volume excluded (Vexcl) by the particle of diameter (DBead) 

inside a micropore of diameter (DPore) with geometric sensing length (effective length, Leff). Note 

that the Leff takes into account the internal pore geometry and particle size/shape. We calculate the 

volume of the same batch of sample particles by three different methods. In the first method, we 

estimate the Leff for a typical 8.8 µm diameter micropore by measuring the ΔG values for different 

calibration beads (see Figure 3.3a, crosses). For particle sizes smaller than the pore length, we use  

 Δ𝐺 = 𝜎
𝑉𝑒𝑥𝑐𝑙

𝐿𝑒𝑓𝑓
2  (3.3) 

to estimate excluded volume from the measured ΔG values37. According to equation (3.3), a linear 

fit to the data gave 𝐿𝑒𝑓𝑓
8.8 𝜇𝑚

 = 25.5 ± 0.6 µm. From this effective length we estimated the bead 

volumes by measuring ΔG values for two test beads of diameters 4.3 µm and 6.0 µm in the same 

pore (Figure 3.3a, circles) and compared it to the manufacturer's data (Figure 3.3a, dotted lines and 

Table 3.1. In the second  
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Figure 3.3 Volume quantification of model cells. a Conductance drops (ΔG) for calibration beads (model cells) (crosses) are 

plotted against bead volumes. The solid line is the fit to equation (3.3) giving Leff for the 8.8 µm device to be 25.5 ± 0.6 µm. The 

volumes of unknown (test beads) model cells as estimated from their ΔG values are plotted (circles). True volumes of test beads 

(dotted line), as estimated from manufacturer data, are also plotted. b Effective length vs micropore diameter for different devices 

is plotted here to establish a global relationship between DP and Leff. c Normalized signal ΔG/G vs ratio of bead diameter and 

micropore diameter is plotted. Solid line is the plot of equation (3.7), not a fit. 
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method, we measured Leff for all our micropore devices (see Appendix Table A5.3) and found that, 

globally, Leff depends linearly on the pore diameter (see Figure 3.3b). The linear fit in Figure 3.3b 

was found to be: 

 𝐿𝑒𝑓𝑓
𝐺𝑙𝑜𝑏𝑎𝑙 = (3.0 ± 0.1) × 𝐷𝑃 (3.4) 

Now, the volumes of test beads were calculated by using both estimates of Leff  (𝐿𝑒𝑓𝑓
8.8 𝜇𝑚

 and 𝐿𝑒𝑓𝑓
𝐺𝑙𝑜𝑏𝑎𝑙) 

for 8.8 µm micropore and found them to be in excellent agreement with each other as well as the 

value from manufacturer’s data (Table 3.1). Note that, the parameters quantifying the Leff will 

change depending on individual lab’s micropore fabrication conditions. However, when following 

a reproducible recipe for micropore fabrication, 𝐿𝑒𝑓𝑓
𝑔𝑙𝑜𝑏𝑎𝑙

can be used. Table 3.1 (column 4 & 5) 

compares the volume measurements using the above two methods. In the third method, we note 

that equation (3.3) predicts ΔG to be directly proportional to the excluded volume. If a calibrated 

sample of known volume (𝑉𝑒𝑥𝑐𝑙1
) is measured through the same micropore, the excluded volume 

of the unknown sample (𝑉𝑒𝑥𝑐𝑙2
) can be directly measured using the following equation:  

 𝑉𝑒𝑥𝑐𝑙2
=

Δ𝐺2

Δ𝐺1
∗ 𝑉𝑒𝑥𝑐𝑙1

 (3.5) 

This direct method was used to estimate the bead volumes and the results are in excellent agreement 

to the previous methods (see Column 6 & 7 in Table 3.1 and Appendix Table A5.2). We note that 

this method also takes into account particle shape (spherical or non-spherical) and pore geometry 

as long as the calibration sample and the unknown sample are of same shape and are measured 

through the same pore.  

To check the universality of our model, all of our measured translocation data, across 

multiple micropore devices and multiple particle diameters were modelled simultaneously using 

equations (3.1) and (3.3) (see Appendix Table A5.3 and A5.4) giving the expression for ΔG/G to 

be: 

 
Δ𝐺

𝐺
=

4

𝜋
.

𝐿𝐶𝑜𝑛𝑑

𝐿𝑒𝑓𝑓
2 𝐷𝑃

2 . 𝑉𝑒𝑥𝑐𝑙 (3.6) 

On substituting equation (3.3), (3.4) and using 𝑉𝑒𝑥𝑐 =
4

3
𝜋 (

𝐷𝐵𝑒𝑎𝑑

2
)

3

 we get: 
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Δ𝐺

𝐺
= (0.27 ± 0.01) × (

𝐷𝐵𝑒𝑎𝑑

𝐷𝑃𝑜𝑟𝑒
)

3

 (3.7) 

This is a parameter-free equation. In Figure 3.3c we plot the normalized conductance drop values 

(ΔG/G) against the ratio of bead diameter to micropore diameter (DBead/DPore) for micropores of 

10.0, 8.8, 6.9, 6.5, 6.2, 5.6, 4.6, 4.3 and 3.0 µm diameters (see Appendix Table A5.3). We note that 

all normalized datasets for different micropore-bead combinations converge to a universal curve. 

The solid line is the plot (not a fit) of  equation (3.7) describing universal behaviour of our devices.  

 

Bead 

Diameter 

(µm) ΔG (nS) 

𝑽𝑩𝒆𝒂𝒅 (𝐟𝐋) 

Manufacturer 

Data 

𝐕 =
𝚫𝐆

𝛔
∗ 𝐋𝐞𝐟𝐟(𝟖.𝟖 µ𝐦)

𝟐  

(𝐟𝐋) 

𝐕 =
𝚫𝐆

𝛔
∗ 𝐋𝐞𝐟𝐟

𝐆𝐥𝐨𝐛𝐚𝐥𝟐
 

(𝐟𝐋) 

𝐕 =
𝚫𝐆𝐬𝐚𝐦𝐩𝐥𝐞

𝚫𝐆𝟑.𝟎 𝛍𝐦
∗ 𝐕𝟑.𝟎 𝛍𝐦 

(𝐟𝐋) 

𝐕 =
𝚫𝐆𝐬𝐚𝐦𝐩𝐥𝐞

𝚫𝐆𝟕.𝟎𝟑 𝛍𝐦
∗ 𝐕𝟕.𝟎𝟑 𝛍𝐦 

(𝐟𝐋) 

4.0 84 ± 4 33.5 ± 0.3 36 ± 3 39 ± 2 34 ± 4 33 ± 3 

6.0 270 ± 30 113.1 ± 0.6 120 ± 20 120 ± 10 110 ± 20 110 ± 20 

 

Table 3.1 Volume quantification of model cells by different methods: Columns 1 and 3 are parameters as given by the 

manufacturer.  ΔG values measured (N ≥ 3 datasets) are in column 2.  Bead volumes are then compared by multiple methods: from 

Leff calculated for 8.8 µm pore data (column 4),  L_eff^global calculated from Figure 3.4c (column 5) and using equation (3.5) in 

columns 6 and 7 with 3.0 and 7.03 µm beads as the control samples respectively. The error bars are the standard deviation in the 

ΔG mean values as measured for multiple (N ≥ 3) datasets.  

 

3.3.4 Detection of Ethanol Dependent Changes in Red Blood Cells  

 We now use our high-resolution cell size measurement technique to measure 

changes in RBC size on exposure to alcohol (ethanol). For these experiments, RBC samples from 

three different donors were measured using our electro-fluidic device. RBCs were incubated for 10 

minutes in RPMI buffer with different volume fractions (v/v %) of ethanol: 0.0%, 0.125%, 0.25%, 

0.375% and 0.5%. Figure 3.4a shows optical images of the RBCs incubated with different 

concentrations of ethanol. These samples are indistinguishable under visual observation (see Fig 

S7b) or other techniques4,65. To quantitatively measure the relative change in the RBC sizes upon 

increasing concentrations of ethanol exposure, we translocated these samples through our electro-

fluidic device of 7.1 µm diameter micropore. The relative volumes of RBCs measured at different 

v/v % ethanol concentrations are shown in Figure 3.4b. Relative volumes are estimated by 



 
79 

comparing ΔG values of RBCs with different concentrations of ethanol to ΔG values of RBCs with 

no ethanol measured in the same device (see equation (3.5)). In multiple measurements, the order 

of the alcohol concentration being tested, were randomized to ascertain that the linear drop in 

relative volumes is solely due to ethanol exposure and not due to any other reason, for example cell 

ageing between measurements or ethanol dependent changes in the device (see Fig S7a). We show 

that RBC reduces in volume by 5.3%  at 0.125 %  ethanol (legal limit in USA66) incubation and by 

18.5 % at 0.5% ethanol (lethal limit)4. This is the first report on the quantitative measurement of 

changes in RBC volumes upon ethanol exposure. Although one can easily see changes in RBC sizes 

under a microscope at very high (non-physiological, 20% v/v or above) concentrations of ethanol, 

there has been multiple references showing elevation24–27, reduction2,7 or no change4,28 in RBC 

volume upon ethanol exposure at physiological concentrations. Main reason for this ambiguity has 

been the limitation of the techniques used67–69, hence the long-standing nature of the problem. Our 

work quantitively shows these changes in RBC physiology at physiologically relevant ethanol 

concentrations. Possible reason for this effect is that the alcohol increases the osmolality of the RBC 

solution70,71 resulting in shrinkage of RBC cells due to loss of water 7,72,73. The reduction in the 

RBC volume in the presence of ethanol shown in our work supports studies that reported a 

significant decrease in Hemoglobin (Hb) content in the presence of ethanol4. The decreased Hb 

content and changes in RBC volume may be associated with the existing reports of blurred vision, 

muscular incoordination and stupor state of alcohol abuse. There is a possibility that the symptoms 

related to alcohol abuse may be due to reduced O2 carrying capacity of RBCs with reduced volume. 

A detailed study in this direction is required. 
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Figure 3.4 Effect of alcohol on Red Blood Cells. a Images of RBCs incubated for 10 mins at different concentrations of ethanol (% 

v/v) in RPMI buffer (Scalebar is 20 µm). b The plot shows the relative volume of Red Blood Cells at different concentrations of 

ethanol (% v/v) in RPMI buffer measured for 3 different donors. Crosses are the mean values (with error bars) and solid black line 

is the linear fit to the mean (crosses). A 7.1 µm micropore was used for this experiment. 

 

3.3.5 Reversibility of RBC Volume Changes 

We next measure the recovery of RBC cell volumes upon removal of ethanol. In Figure 3.5a we 

successively add and remove ethanol to RBCs and measure changes in their relative cell volumes 

using a 7.8 µm micropore device. We see a 24.4% reduction in cell volume when RBCs were 

exposed to 0.5% ethanol for 10 minutes. Upon removal of ethanol, RBCs regain their volume up to 

94.7% within 10 minutes. This process is repeatable as shown in the next cycle of addition and then 

removal of ethanol. We note that there is a lower recovery (87.9%) of cell volume (within 10 

minutes) in the second round. To understand the time dependent response of RBC’s cell volume 
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recovery, we measured relative changes in RBC volumes, after ethanol removal, as a function of 

time. Figure 3.5b shows relative RBC cell volumes as measured by a 7.9 µm micropore device. We 

note that longer incubation of RBCs in ethanol reduces their volume by a larger fraction. We also 

note that after ethanol removal RBCs recover their volumes in two steps: the first fast recovery 

(within 10 minutes) and then a slow recovery up to the measured 4 hours. In Figure 3.5c we quantify 

the slow recovery step of RBC volume with time. We have modeled the recovery process by the 

following equation 

 𝑌(𝑡) = 1 − 𝐴𝑒−𝑡/𝜏𝑟 (3.8) 

and found the slow recovery time constant (τr) is 120 ± 20  minutes. 

 

 

Figure 3.5 Reversibility of RBC volume changes with ethanol exposure. a Bar plot shows relative volume changes (measured in 

7.8 µm pore) in RBCs after incubating successively in buffers with and without 0.5% v/v ethanol. Error bars are standard deviation 

in mean values for 3 different data sets. b Shows the time dependent recovery of RBCs in RPMI buffer after 1 hr incubation in 0.5% 

v/v ethanol containing RPMI buffer, as measured in a 7.9 µm pore. c Shows quantification of recovery of RBCs as shown in b. The 

solid line is fit to equation (3.8), giving a time constant of 𝜏 =120 ± 20 mins. 



 
82 

 

3.3.6 Time Dependence of RBC Volume Changes upon Ethanol Exposure 

Finally, to measure time dependent response to ethanol exposure, RBCs were incubated in 

different ethanol percentages for extended periods of time (10 mins, 4 hours and 8 hours). Figure 

3.6a shows ethanol dependent changes in RBC cell volumes for different incubation times. We note 

that longer the ethanol exposure, the larger is the change in the cell’s relative volume. In Figure 

3.6b we plot the time course of relative volumes upon incubation in different ethanol 

concentrations. We model the time course of RBC’s volume change with: 

 𝑌(𝑡) = 𝑌𝑜 + 𝐴𝑒−𝑡/𝜏𝑠 (3.9) 

and find that the shrinkage time constant (τs) depends on the ethanol concentration used. At the 

highest ethanol concentration of 0.5% v/v, we find the shrinkage time constant to be 63.1 ± 0.1 

minutes, whereas at the lowest concentration of 0.125% v/v we found the shrinkage time constant 

to be 1038.9 ± 0.1 minutes. 
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Figure 3.6 Time-dependent relative volume shrinkage of RBC. a The plot shows relative volume changes in RBCs at different 

percentages of ethanol in the RPMI buffer with 10 mins, 4 hrs and 8 hrs incubation time. b The plot shows the time course of volume 

shrinkage at different concentrations of ethanol (%v/v). The solid lines are fit to equation (3.9) giving the decay constants for 

0.125%, 0.25%, 0.375% and 0.5% ethanol (v/v) as 1038.9 ± 0.1 mins, 211.1 ± 0.2 mins, 161.8 ± 0.3 mins, 63.1 ± 0.1 mins, 

respectively. 
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3.4 CONCLUSION 

 In this work, we demonstrate the use of our electrofluidic micropore devices and 

accurately estimate small changes in concentration, size and volume. With this device we could 

detect particles with different sizes in the correct ratios they were present in a well-mixed sample. 

We also showed that changes in micron sized particles as small as 100 nm in diameter or 0.6 fL 

in volume were detected with a micropore device of appropriate geometry. The resolution of the 

device depends on the ratio of particle size and micropore diameter, i.e. particles with their sizes 

of the order of micropore diameter are resolved better. In this paper, we use our electro-fluidic 

platform to measure the physiological changes in RBC by quantitively measuring relative changes 

in the RBC volume when exposed to ethanol. These small changes in relative volume were not 

observed in the microscopic images of RBCs, but we’re able to detect these changes using resistive 

pulse technique with our micropore device. We showed that the fast RBC shrinkage caused by 

ethanol is reversible after removing ethanol from the RBC’s suspension buffer. After the initial 

fast recovery, the reversal has a long time constant and may take up to 4 hrs of incubation at 4°C 

to attain 98% of the native state volume of RBC. Accurate measurement of volume changes of 

RBC has applications in detection as well as mechanistic studies in diseases such as sickle cell 

anaemia & malaria where shape changes of RBC’s play a major role. Similarly small but 

detectable volume changes of RBC could be indicators of nutritional states of the cell, such as 

iron deficiency. With this work, we envisage that our high-resolution platform, is a versatile tool, 

and can be used to screen multiple diagnostically relevant RBC dependent haematological 

conditions74–78. 
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CHAPTER 4:  

 

Customized low-cost high-throughput amplifier for electro-fluidic 

detection of cell volume changes in Point-of-Care applications 

 

ABSTRACT 

Physical parameters of the pathogenic cells, like their volume, shape, and stiffness, are 

important biomarkers for diseases, chemical changes within the cell, and overall cell health. The 

response of pathogenic bacteria and viruses to different chemical disinfectants is studied widely. 

Some of the routinely employed techniques to measure these changes require elaborate and 

expensive equipment which limits any study to a non-mobile research lab facility. Recently, we 

showed a micropore-based electro-fluidic technique to have great promise in measuring subtle 

changes in cell volumes at high throughput and resolution. This method, however, requires 

commercial amplifiers, which makes this technique expensive and incompatible for in-field use. In 

this paper, we develop a home-built amplifier to make this technique in-field compatible and apply 

it to measure changes in bacterial volumes upon alcohol exposure. First, we introduce our low-cost 

and portable trans-impedance amplifier and characterize the maximum range, absolute error 

percentage, and RMS noise of the amplifier in the measured current signal, along with the 

amplifier’s bandwidth, and compare these characteristics with the commercial amplifiers. Using 

our home-built amplifier, we demonstrate a high throughput detection of ~1300 cells/second and 

resolve cell diameter changes down to 1 μm. Finally, we demonstrate the measurement of cell 

volume changes in E. coli bacteria when exposed to ethanol (5% v/v), which is otherwise difficult 

to measure via imaging techniques. Our low-cost amplifier (~100-fold lower than commercial 

alternatives) is battery-run and completely portable for point-of-care applications, and the electro-

fluidic devices are currently being tested for in-field applications.  
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4.1 INTRODUCTION 

 Diagnosis of a disease is the first critical step for finding a cure for a patient1–4. Lack of in-

field diagnostic facilities or diagnosis tools has caused numerous casualties in past5–7. The 

diagnostic industry includes X-ray, flow cytometry, ultrasound, coagulation analyzers, CT-scan, 

MRI, cell counters, micro sedimentation centrifuges, platelet aggregometers, enzyme assay kits, 

and many associated consumables8–22 The urban population has access to these facilities via multi-

specialist hospitals, door-to-door ambulance services, private clinics, and even online medical 

assistance, whereas in many rural areas around the globe, the nearest medical help or essential 

medical equipment are miles away23–26. Diseases like Tuberculosis, Tetanus, Cholera, Anthrax, 

Pneumonia, etc., are caused by bacterial infection, which has been fatal for centuries27–36. Certain 

alcohol-based disinfectants are used to kill bacterial cells and can help prevent infections37,38. 

Disinfectants cause denaturation, and the bacterial cells lose their structural integrity by the 

breakdown of membrane proteins 39–42. There are pathogens that resist certain disinfectants43–46, 

and hence a quantitative study of alcohol-based physiological changes can lead to a better 

understanding of how these cells evolve to develop such resistance.  

 In this work, we present our electro-fluidic device to measure alcohol-dependent changes in 

bacterial cells. This device makes a high resolution and high throughput electrical measurement 

which directly corresponds to changes in cell volume. We start with introducing a low-cost portable 

amplifier (referred to as “lab-amplifier”) customized with a microfluidic platform which is easy to 

build, plug and play in use, portable to be used in the field, and about a 100-fold lower in cost than 

the existing commercial amplifiers. Accurate electrical readout of cell volume changes is recorded 

with the lab amplifier with high resolution as the cells translocate through the microfluidic device 

(micropore). The calibration of the micropore device to estimate the volume is based on resistive 

pulse technique47–56. The lab amplifier is characterized for the maximum range, absolute error, and 

RMS noise in the measured current signals. We have two series of lab amplifiers (L1 and L10 

series), and both are characterized to have different bandwidths with different current gains. Lab 

amplifier with higher bandwidth (L1 series) works better for higher throughput but at the cost of 

slightly higher noise than the L10 series. L1 series amplifiers are more suitable for larger cells with 

large resistive pulse signals48, whereas the L10 series amplifiers are more suitable to measure subtle 

changes in cell volumes with higher resolution. All the electrical characterization of the lab 
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amplifier is compared with two commercial amplifiers under identical experimental conditions. 

Using model cells, we demonstrate resolution and high throughput detection of up to ~1300 model 

cells/sec using our lab amplifier. Finally, we apply our device to quantitatively measure volumetric 

changes in cells (E. Coli bacteria) caused due to mild ethanol exposure in the suspension buffer. 

These subtle changes in cell physiology were not detectable using typical fluorescence or bright 

field microscopy imaging but were resolved successfully using our electro-fluidic device with lab-

amplifier-based detection. There have been previous reports of making customized amplifiers for 

resistive pulse sensing, however, those designs are not suitable for measurement in cellular changes 

as they are aimed at molecular detection insteads57–63. Given the custom design of our lab 

amplifiers, we have made our portable measurement system low-cost, high throughput, and 

demonstratively aimed towards measuring changes in cell sizes. We foresee its multiple 

applications in hospitals and in-field rural settings. 
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4.2 MATERIAL AND METHODS 

 Our custom lab amplifier is designed with an inverting mode operational amplifier (Op-

amp) (IC AD820) which is powered by two 9V DC batteries (+Vcc and -Vcc) at IC pins 7 and 4, 

respectively. The feedback resistor (RF) and capacitor (CF) are connected across pins 2 and 6 of the 

Op-amp in parallel. We use a data acquisition card (National Instruments, NI myDAQ) to apply a 

constant DC input voltage (Vin) across the load resistor (RP) in a virtual ground configuration. It is 

important to note that the input voltage (Vin) can also be applied from a third DC battery with a 

voltage regulator circuit. The analog signal across the input (Vin and ground) and output (pin 6 and 

ground) terminals were recorded by the DAQ system using a custom-written LabVIEW code. All 

ground cables were connected to the Aluminum box to keep the electrical noise low. The schematic 

of the above-mentioned electrical circuit is shown in Figure 4.1a. Two BNCs for connecting the 

load resistor (RP), a DB9 connector for sending and receiving the signal from DAQ, an On/Off 

DPST toggle switch connected to the batteries to power the amplifier, the circuit board, and a power 

LED are shown in the interior of the lab amplifier in Figure 4.1b. Simulations for these amplifiers 

were done using Tina-TI simulation tool. During cell experiments, the load resistor RP is replaced 

by the micropore device. In Figure 4.1c, we show two lab amplifiers (L10 and L1 series) enclosed 

in an aluminum box, with the feedback resistor, bandwidth, and maximum measurable current 

labeled. A microfluidic device and a one rupee coin are shown in the image for size references. The 

description and cost of all the electronics parts used in making lab amplifiers are mentioned in 

supplementary Table A6.1. Borosilicate glass capillaries (Part # B100-50-10, Sutter Instruments) 

were pulled using a micropipette puller (P-2000, Shutter Instrument) and then polished using a 

flame polisher (MF-900, Micro Forge, Narishige) to fabricate the desired micropores (electro-

fluidic device). The detailed information on the fabrication of the micropores (electro-fluidic 

device), sample preparation, and electro-fluidic measurements are presented in our previous work48. 

The schematic and brief details on how the micropore devices are prepared is included in the 

supplementary information file (see Fig S2).The two commercial amplifiers used in this work as a 

standard comparison are Dagan Chem Clamp and AM Systems Model 2400 (See Table A6.2 for 

detail). Latex beads of different diameters (see text) were used as model cells for testing the signal-

to-noise, throughput, and resolution. Events in the conductance traces are detected using atleast 

1.5σ (1.5 times the standard deviation of baseline noise) thresholding from the baseline. DH5α 

strain of E. coli bacteria were grown overnight in Luria broth at 37 oC, and 180 rpm overnight. Cells 
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were washed with 1X-PBS (137 mM NaCl, 4.3 mM Na2HPO4, 2.7 mM KCl, and 1.47 mM KH2PO4 

at pH 7.4) buffer before its cell volume measurements. Bacterial cells were stained with FM4-64 

(Cat # T13320 Invitrogen) dye to a final concentration of 10 µM and imaged using Andor iXon 

DU-885K-CS0 camera (Oxford Instruments) and fluorescent lamp illumination on an IX-73 

Olympus microscope with 100X objective. For testing the effect of alcohol on the cell volumes, 

1000 µl of E. coli bacterial culture was incubated with 50 µl of ethanol (EtOH) (5 % v/v) for 30 

minutes before measurement. 
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4.3 RESULTS 

 

4.3.1 Amplifier Characteristics 

 

4.3.1.1 Current Range:  To measure the current range of our L1 series (gain = 0.001 mV/pA,  RF 

= 1 MΩ, CF = 4.7 pF) and L10 series (gain = 0.01 mV/pA, RF = 10 MΩ, CF = 1.5 pF) amplifiers, 

we measure their I-V characteristics for different RP load resistors. The I-V characteristics of L1A, 

L1B and D001-1 amplifiers (all with RF = 1 MΩ) for RP values of 50 kΩ, 100 kΩ, 500 kΩ, and 1 

MΩ electrical resistors are shown in the Figure 4.1d.  

 

Figure 4.1 Schematic and construction of low-cost portable amplifier. (a) Schematic of the electrical circuit of the amplifier. (b) 

Image of the soldered circuit board inside the amplifier box with labeled circuit board, On/Off switch, LED, RP connectors (to 

device) and DB9 connector. The amplifier is powered by two 9 volts DC batteries. (c) Shows two lab amplifiers (L1 and L10 series), 

enclosed in an aluminum box with labels showing individual specifications. The micropore device on a glass slide and a 1 INR coin 

is also shown for size reference. (d) I-V characteristics of electrical resistors measured with our amplifiers (L1 and L10 (inset), with 

± 10 volts VCC) series where A & B suffix are 2 copies of the same amplifier design) is compared with commercial amplifiers (D 

and AM series). 
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The inset shows the I-V characteristics of L10A and L10B compared with commercial amplifiers 

D01-10 and AM10 (RF=10 MΩ) for RP values of 0.5, 1, 5, and 10 MΩ electrical resistors. The 

current across RP = 50 kΩ resistor with L1A, L1B, and D001-1 amplifiers saturates at ±10 µA, and 

for RP = 500 kΩ the L10A, L10B, D01-10, and AM10 amplifiers saturate at ± 1000 nA. The current 

range is limited by the saturation voltage of the Op-amps in the amplifiers.  The values of the current 

ranges for all the amplifiers are listed in Table A6.2. 

 

4.3.1.2 Absolute Error and Root Mean Square (RMS) Noise in Current: Current was measured 

across load resistors of values 100 kΩ, 500 kΩ, 1 MΩ, 5 MΩ, 10 MΩ, 50 MΩ and 500 MΩ at 

voltages ± 200 mV, ± 400 mV, ± 600 mV, ± 800 mV, and ± 1000 mV. The absolute error 

percentages, as defined by equation 1, in the current was calculated at all the measured voltages 

(Note: the current values in the saturation region (beyond measurable current range) were neglected 

for all the amplifiers): 

 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 % =   𝐴𝑏𝑠 (
𝐼𝑇ℎ − 𝐼𝑀𝑒𝑎𝑠

𝐼𝑇ℎ
) ∗ 100  (4.1) 

 

Here, ITh is the theoretically expected current, and IMeas is the experimentally measured current for 

a known load resistor RP. Figure 4.2a shows a semi-log plot of the absolute percentage error vs. the 

theoretically expected current values for different lab and commercial amplifiers. The dotted 

regions in the plot show the electrical resistor used as the load. We note that the current measured 

by our lab amplifiers has an error of less than 6% and does as good as (or better than) the commercial 

amplifiers. The load resistance of our microfluidic devices used for cell volume measurements is 

in the range of ~1 MΩ, where we find the absolute percentage errors to be less than 1%. We next 

recorded the current at ± 300 mV for electrical resistors 500 kΩ and 1 MΩ (our experimental range) 

and measured the RMS noise in current at 1 kHz filter frequency. As seen in Figure 4.2b and 4.2c, 

in the experimental range of load resistances (RP), our lab amplifiers show RMS noise of < 200 pA 

(L1 series) and < 80 pA (L10 series).  
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Figure 4.2 Comparison of absolute percentage error and RMS noise in current: (a) Absolute error percentage in the measured 

current as defined in equation (1) is plotted against the expected current for different amplifiers. Note that the current was measured 

at both positive and negative voltages to get an absolute mean current value and errorbars. Blue and green markers are for lab-

amplifiers and red, yellow and black are for commercial amplifiers. (b) and (c) show RMS noise and the error bar values (at 1 kHz) 

in the current, measured at ± 300 mV for RP = 500 kΩ (blue) and 1 MΩ (grey), by different amplifiers with feedback resistor (RF) 

values 1 MΩ (b) and 10 MΩ (c). A 600 ms current series was recorded at 100k sample/sec, 10 such sets at ± 300 mV were used for 

estimation of RMS noise and respective errorbars. 

 

The RMS noise values at other filter frequencies are shown in supplementary Table A6.3 and A6.4. 

We note that the RMS noise values of our lab amplifiers (comparable to the commercial amplifiers) 

and the large signal-to-noise (see later in Figure 4.4a) in the cell measurements demonstrates 

suitability of our devices for such measurements. 

 

4.3.1.3 Bandwidth of lab amplifier: We next calibrated the frequency response of our lab 

amplifiers. The low-pass cutoff frequency decides the time response of the amplifier, which in turn 

decides the maximum throughput of cells that can be measured per second. The Gain (dB)-
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Frequency (Hz) response curves of different lab amplifiers (with RP = 500 kΩ) is shown in Figure 

4.3, where the black horizontal dotted line shows the -3dB decrease in the gain value. For this 

measurement, a data acquisition card (DAQ) with a maximum sampling rate of 2 MHz was used to 

apply a clean sine signal of 150 mV amplitude (Vin) of different frequencies and then recorded the 

output sine signal (Vout). The Gain (dB) was measured as 20 × log (
𝑉𝑜𝑢𝑡

𝑉𝑖𝑛
), for each frequency. 

 

Figure 4.3 Bandwidth measurement of lab-amplifiers. Frequency response of the constructed amplifiers are shown here. The 

horizontal black dotted line is the 3dB drop in signal. A 500 kΩ resistor was used for all the measurements. L1 (A&B) and L10 

(A&B) amplifiers show bandwidths of 30.9 ± 0.8 kHz, and 9.55 ± 0.05 kHz respectively. 

 

 The blue (circle- L1A, square- L1B) and green (circle- L10A, square- L10B) markers are 

experimental data, whereas the solid blue (L1) and green (L10) lines are simulation results of the 

lab amplifier frequency response. The y-axis is scaled so that maximum gain appears at 0 dB. The 

cutoff frequencies were estimated from the graph at the intersection point of the -3dB line 

(horizontal black dotted line) and the response curve, and the values are listed in Table A6.2. We 

show that L1-series amplifiers have a relatively higher bandwidth of ~30 kHz, whereas the L10 

series amplifiers are of ~10 kHz bandwidth. 
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4.3.2 Translocation Measurements 

 

4.3.2.1 Detection of model cells using lab-amplifiers and electro-fluidic devices: We next show 

cell volume detection capabilities using model cells measured with our electro-fluidic device and 

lab-amplifiers. Our devices make electrical measurements of cell volumes, with single-cell 

resolution, as individual cells translocate through the micropore under an applied flow and electrical 

potential48. Figure 4.4a shows 1.5 sec long time series of translocation events caused by 4.98 µm 

beads translocating through a 6.8 µm micropore device as measured using the L1A (blue), L10A 

(green) and D001-1 (red) amplifiers. Schematic of a typical micropore (inset (right)) and a 

measurement device (inset (left)) is shown in Figure 4.4b. Translocation of the model cells was 

maintained by a 500 nL/min constant fluid flow and an applied potential of 300 mV. Ions in the 

1X-PBS buffer move across the unobstructed micropore resulting in an open pore conductance. As 

the model cells translocate through the micropore, they block the pore conductance (ΔG (nS)) for 

the duration of translocation (dwell time, Δt (ms)). An electrical conductance drop (ΔG) signals the 

translocation of a single cell and is directly proportional to the cell volume48,51,52,54. In each dataset, 

we collect electrical conductance blockage events for 500 cells or more that translocate through the 

pore to measure population average cell volumes and changes in it, if any.  Figure 4.4b shows the 

population average of ΔG histograms. We show high signal-to-noise measurements on the same 

device and sample using the L1 and L10 lab amplifiers and compare it with the D001-1 commercial 

amplifier. The identical and overlapping histograms in Figure 4.4b show numerically identical ΔG 

values for the model cell population when measured using any amplifier.  
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Figure 4.4 High throughput detection of model cells using lab amplifiers: (a) The plot shows 1.5 sec time series of open pore 

conductance baseline and the translocation events of 4.98 µm beads translocating through a 6.8 µm micropore device as measured 

using the L1A (blue), L10A (green) and D001-1 (red) amplifiers. Measurement was done at constant fluid flow of 500 nL/min.  (b) 

ΔG histograms of detection events measured from the three different amplifiers are shown. Inset-left shows the schematic of the 

micropore experiment where the fluid flow is generated by a syringe pump and pore current across the micropore is measured by 

the amplifier. Inset-right shows optical microscope image of a typical micropore fabricated from a glass capillary. (c) Shows the 

mean signal (ΔG) of the translocation events as a function of fluid flow rates measured using different amplifiers. The inset shows 

the change in event rates for different flow rates for L1A amplifier. (d) Demonstrates typical detection throughput of our lab amplifier 

(L10A). 4.06 µm beads were detected through the same 6.8 µm micropore device at a fluid flow of 50 µL/min with the average event 

rate of 1308.4 particles/sec. The inset shows a 10 ms zoom of the times series and the detected events are marked by black stars. 

The baseline and the detection thresholds are shown by black and blue dashed lines, respectively.. 

 

We demonstrate the effect of the bandwidth of the amplifier on the measured signal by 

translocating the 4.98 µm latex beads through the same 6.8 µm micropore at different fluid flow 

rates. At larger flow rates, the event rate of cells translocating through the device increases 

dramatically (see Figure 4.4c inset). The ΔG values of model cells measured at different flow rates 

are shown in Figure 4.4c. We show that the amplifiers maintain the correct ΔG values up to certain 

throughput, after which, although the cells are detected successfully, the measured ΔG values drops. 

This is due to the low pass filtering of the amplifiers. We show in Figure 4.4c that the L1 amplifier 
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(30 kHz bandwidth) maintains the measured ΔG values up to much higher flow rates (750 nL/min 

of fluid flow), whereas for other amplifiers (L10 and D00-1, both with 10 kHz bandwidth) ΔG 

values drop after 500 nL/min of fluid flow. The choice of amplifier bandwidth is important to 

accurately quantify the translocation dynamics. For the translocation of particles and cells used in 

our study, 10 kHz bandwidth was found sufficiently high so as not to affect the ΔG conductance 

drop values (see Fig S3). Hence, the amplifier and the measurements were optimized to be recorded 

by 10 kHz bandwidth so that the signal doesn’t experience any distortion at the fluid flow rates used 

for experiments in this paper. Our amplifiers can be used in two different modes. The sensitivity 

mode (see Fig 4b and later in Fig 5) where the translocation speeds are more controlled and the 

current drop amplitudes correspond to cell volumes and the high-throughput mode where the cells 

are detected at a very high speed. We demonstrate the high-throughput detection of model cells in 

Figure 4.4d. We use the 6.8 µm micropore device to translocate 4.06 µm model cells at a fluid flow 

of 50 µL/min and demonstrate a detection event rate of ~1300 particles per second. In Figure 4.4d, 

we show a conductance trace of ~3.5 seconds (using an L10A amplifier), showing such a high 

detection throughput. The inset of Figure 4.4d shows a 10 ms zoom of the time series along with 

the baseline (dotted black line), detection threshold (dotted blue line), and the detected events are 

marked (black stars). 

 

4.3.2.2 Resolving and quantifying mixed sample population: We next demonstrate the resolution 

of our measurement electronics by resolving model cells that differ in diameter by 1 µm. In Figure 

4.5a, we show the conductance blockade events corresponding to model cells of diameters 4.06 µm 

(blue), 4.98 µm (red), and a mixture of both 4.06 and 4.98 µm (black) translocating through a 7.6 

µm micropore device. A comparison of the translocation time (Δt) and change in conductance (ΔG) 

along with the respective lognormal (inset) and Gaussian fits for the same samples are shown in 

Figure 4.5b respectively. Although the two different model cells are not resolvable in the Δt 

histogram, they are very well resolved in the ΔG histograms (red and blue histograms). In the mixed 

sample experiment, the ΔG histogram shows two clear well-separated populations (Fig 5b, black 

histogram) corresponding to individual populations of 4.06 µm and 4.98 µm model cells. In Figure 

4.5c, we also show the ΔG-Δt scatter plot that also clearly shows the presence of two distinct cell 

size populations.  
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Figure 4.5 Resolving and Quantifying mixed sample population: (a) shows translocation events for 4.98 and 4.06 µm beads 

translocating through a 7.6 µm micropore device measured using L10A amplifier. Blue and red data is for individual sample 

measurements and black data is for a mixed beads sample. (b) Shows the Δt (inset) and ΔG histograms of individual and mixed 

sample translocation experiments with their respective lognormal and Gaussian fits. (c) The ΔG-Δt scatter plot shows the two 

populations of the beads. The result of the quantification of the population ratios of mixed beads is shown in Table 4.1. Online 

version in color. (d) Bar plot of ΔG values (N ≥ 3 data sets for each bead size) for beads with diameters 1.9, 2.0, and 2.1 µm 

translocating through a 3.0 µm micropore device. 

 

We further quantify the mixed sample data by comparing the number-ratio of events in each 

population histogram to the number-ratio in which the mixed sample was prepared. Since there is 

a random chance of any type of cell to translocate through the pore, the two ratios must be equal. 

The two populations were isolated by fitting Gaussian peaks (with no y-offset) to the histograms 

(Fig 5b) and estimating number of events in each peak. The quantitative data for the mixed sample 

is shown in Table 4.1 (average of three independent experiments). The first column of each set is 

the ΔG value and the spread in the histogram, and the second column is the number of events 

corresponding to the respective latex beads. The last column shows the sample concentration used 

in the experiment from the bead manufacturer’s numbers. The 4.06 and 4.98 µm beads were mixed 

in a known ratio of 2.5:1, the last row of the Table 4.1 shows the event ratio measured from the 
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translocation experiment. The average of the event ratio from three sets gives us (2.49 ± 0.08): 1, 

which is remarkably close to the ratio in which the beads were mixed. Thus, our devices, along with 

our custom amplifiers, may be used in the field for testing multiple types of cells that differ in size 

and concentrations. In Fig 5d, we demonstrate the resolution capabilities of our system by detecting 

changes in particle volumes as low as 0.6 femtoliter. The bar plot in this figure shows comparison 

of measured ΔG values of 24.1 ± 0.7, 26.7 ± 0.3 and 33.9 ± 0.9 nS respectively, for beads of 

diameter 1.90 ± 0.04, 2.00 ± 0.04, and 2.1 ± 0.3 µm translocating through a 3.0 µm micropore 

device. In our previous work, we have shown similar contrast between particles using commercial 

amplifiers48, Fig 5d demonstrates that in terms of resolutions, our custom made lab-amplifier 

compares very well to the commercial amplifiers. 

 

Bead Size 

(µm) 

Set1 Set2 Set3 Manufacturer’s 

Data 

(# x 109/µl) 

ΔG 

(nS) 

# Events ΔG 

(nS) 

# Events ΔG 

(nS) 

# Events 

4.06 60 ± 8 940 60 ± 8 964 60 ± 9 1468 1.365 

4.98 140 ± 20 397 140 ± 20 375 140 ± 20 583 0.547 

Events Ratio 2.37 : 1 2.57 : 1 2.52 : 1 2.5 : 1 

 

Table 4.1 Quantification of mixed samples: ΔG and number of events detected corresponding to 4.06 and 4.98 µm latex beads in 

a 7.6 µm micropore device for three sets of translocation experiments is shown in the table. The 4.06 and 4.98 µm beads mixed in a 

known ratio of 2.5:1, and the experimental values of the detected ratio for 3 sets are mentioned in the last row. 
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Figure 4.6 Measurement of changes in bacterial relative volumes using lab amplifier. (a) and (b) are flourescent images of DH5α 

strain of E. coli bacteria in 1X PBS buffer with and without ethanol exposure respectively (scale bar is 10 µm). The histogram in (c) 

shows the projected area estimated from the fluorescent images for bacterial cells. (d) compares the ΔG histograms of E. coli cells 

measured in a 2.1 µm micropore device. The inset is a bar plot showing relative change in cell volumes when cells are treated with 

5% (v/v) ethanol when compared to their native state in 1X PBS buffer (average of 4 experiments).  

 

4.3.2.3 Effect of alcohol on bacterial cell volume: Finally, we apply our measurement system 

with the lab amplifier (L10 series) to quantitatively understand the effect of ethanol on bacterial 

cell physiology. The FM4-64 stained fluorescent images of the cells suspended in 1X PBS buffer, 

exposed with and without ethanol, are shown in Figure 4.6a and 6b, respectively. Particle analyzer 

plugin of ImageJ software was used post thresholding to estimate the projected area for the bacteria 

in the fluorescent images. The histogram in Figure 4.6c shows the projected area estimated from ~ 

400 bacteria cells each with and without alcohol exposure. The Gaussian fit to the histograms 

estimates the values as 5.09 ± 0.14 µm2 and 4.87 ± 0.12 µm2 for native and ethanol exposed state 

of bacteria, respectively. The changes in the cell’s projected area are hard to quantify when 

measured using imaging techniques. The electrical measurement data, on the other hand, shows 

excellent contrast in the cell volumes of these two cell populations. The ΔG histogram in Figure 

4.6d shows the change in signal for bacterial translocation through a 2.1 (see Figure A6. 1 for 
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image) µm micropore device. The ΔG value from the Gaussian fits are 11.4 ± 4.3 (Blue- Native) 

and 8.7 ± 3.2 nS (Red- 5% EtOH exposed). Relative change in the ΔG values directly corresponds 

to the relative change in cell volume48 using the following equation:  

     𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑣𝑜𝑙𝑢𝑚𝑒 (𝑅𝑉) =
Δ𝐺𝑆𝑎𝑚𝑝𝑙𝑒

Δ𝐺𝐶𝑜𝑛𝑡𝑟𝑜𝑙
    (4.2) 

Here, the ΔGControl is the measured value for the native cells, and ΔGSample is the measured value for 

cells exposed to 5% ethanol. The bar plot in the inset shows the relative change in volume when 

the cells are treated with ethanol for 30 minutes, with respect to their native state. We note a 12.6 

% reduction (average of 4 experiments) in bacterial cell volume upon exposure to just 5% ethanol 

solution. It is important to note that all the pulse measurements are made relative to the baseline 

and the reduction in bacterial size is solely due to the shrinkage of cells in the presence of ethanol 

and not due to the decrease in absolute conductivity of the solution as shown in Figure A6.4a. In 

order to demonstrate this, we translocate 4.0 µm beads through a 6.1 µm diameter micropore (See 

Figure A6. 4b) and, 1.9 and 2.1 µm beads through a micropore of 3.0 µm diameter (See Figure 

A6.4c and d) in suspension buffers containing different concentrations of ethanol. The constant ΔG 

values for different ethanol concentrations in Figure A6.4b, c and d for solid latex particles confirms 

that the change in conductance measured for bacterial cells is solely due to shrinkage of cells. We 

have demonstrated the ability of our electro-fluidic device, along with the custom-made lab-

amplifiers, to detect cells with high throughput and measured changes in cell volumes with high 

resolution. 
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4.4 CONCLUSION 

In this work, we present an in-field point-of-care compatible system which is cost-effective, 

portable, and has simple-to-build electronics. This system consists of electrical measurements using 

a microfluidic device and a lab-made amplifier (L1 and L10 series). The lab amplifier is 

characterized for the maximum current range, absolute error, RMS noise in the measured current 

signals, and bandwidth. All the electrical characterization demonstrate that the lab amplifiers 

perform comparable to the commercially available amplifiers. Using our lab amplifiers, we showed 

high throughput detection of up to 1300 cells/sec, demonstrating its potential as a cell counter 

device. We demonstrate the high resolution of our system by measuring cell size differences down 

to 100 nm. Estimation of absolute volumes of the translocating particles from the measured ΔG 

values, require detailed modeling of particle and pore’s internal geometry. However, the relative 

change in cell volume, upon exposure to ethanol, is straight forwardly estimated provided the 

particle and pore shape remains the same. We finally presented a real-world measurement example 

by quantitatively measuring small physiological changes in the bacterial cells upon mild alcohol 

exposure. We report a 12.6 % decrease in bacterial volume upon ethanol exposure of 5 % v/v. The 

quantitative knowledge of cell shrinkage upon mild alcohol exposure is a vital step in understanding 

the adaptive behaviour of bacterial cells which they use to maintain their cellular integrity against 

certain alcohol-based disinfectants. The measurement of changes in bacterial volume is presented 

here as proof of concept for sensitive detection of volume-change in cells, using our lab-amplifiers. 

The simple design of our lab amplifier, its low cost, portability, high throughput, and resolution 

makes it a promising device for large-scale population screening applications in hospital and in-

field rural areas. We envisage possible application of this system for red blood cell-based population 

screening for disease that directly affect cell size, such as, malaria and sickle cell anemia. 
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CHAPTER 5 

 

Novel high-throughput and label-free screening of sickle cell disease 

patients based on their red blood cell stiffness 

 

 

ABSTRACT 

Understanding the morphological and mechanical changes in red blood cells are important 

for diagnostic and treatment methods in various hematological diseases. Sickle Cell Disease (SCD) 

is one of many such hematological genetic diseases that is caused by point mutation of the 

Hemoglobin β-globin (HBB) gene. The mutated hemoglobin (HbS) has a propensity to aggregate 

inside the red blood cells, making them rigid and, in extreme cases, sickle-shaped. The stiffened 

RBCs have been in general reported to block the blood flow and break apart, causing chronic 

anemia, episodes of pain, and multiple organ damage. High-Performance Liquid Chromatography 

(HPLC) is the most widely used technique for the screening of the hemoglobin variants present in 

the RBCs. The effect of the HbS gene (heterozygous and homozygous) is variable both in 

prevalence and the clinical manifestations. In this work, we present a label-free, cost-effective, 

high-throughput electro-fluidic technique to study changes in the mechanical and morphological 

characteristics of red blood cells. We apply our device to quantify the mechanical properties of 

RBCs as a function of RBC cell volume, storage time & temperature, as well as dependence on the 

stiffness-altering drug (Latrunculin-A). Further, we demonstrate the on-site application of our 

system by screening SCD patients. Identification was based on their RBC stiffness changes and a 

possible correlation with the patient’s HbS content. Hence, the quantification of the mechanical 

properties may help in explaining the variability and identification of the high-risk patients for 

whom specific therapies could be targeted. Our measurements open the possibility for the whole 

cell stiffness to be used as a preliminary screening parameter for many haematological conditions. 

This shows promise of applications in other areas such as tumor cell identification, veterinary 

sciences as well as hydrogel technologies.  
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5.1 INTRODUCTION 

 Sickle cell disease is a group of genetic disorders caused by at least a 1-point mutation of 

the Hemoglobin β-globin (HBB) gene 1–9. The mutated hemoglobin proteins can form a long 

polymeric chain, then causing aggregates inside the red blood cells, making them rigid and sickle-

shaped 1,2,5–8,10. The deformability, self-aggregation, and adherence of RBCs to the endothelial cells 

of the blood vessel walls have been a prominent factor for blood vessel occlusion (vaso-occulsions) 

during microcirculation. In SCD patients sickled RBCs, cause severe vaso-occlusion of the blood 

flow and the RBCs break apart quickly. The mean life span of RBCs reduces to 17 days from their 

natural life span of 120 days 5, which causes the state of anemia. The interruption of blood flow and 

the anemia cause episodes of chronic pain and multiple organ damage respectively 1,2,4–6,10–13. There 

are multiple types of SCD, the specific type depends on which HBB gene mutation was inherited 

from the parents. A few most common SCDs are HbAS, HbSC, HbS β-thalassemia, HbSD, HbSE, 

and HbSO. Here, ‘A’ represents the normal hemoglobin gene, whereas, ‘S’, ‘C’, ‘D’, ‘E’, and ‘O’ 

represent the abnormal hemoglobin genes 5,6,8,9,14. It is also important to note that, the sickling 

phenomenon in most of the SCD types mentioned above is enhanced in the oxygen-deprivation 

state 1–3,5–8,10–12.  

 There has been a steady advance in SCD management 10–12 and in the year 2003, the first 

approved drug for sickle cell anemia treatment, Hydroxyurea showed a significant decrease in the 

severity and number of chronic attacks in SCD patients 4–6,8–11,13. Hydroxy urea reactivates the 

production of RBC cells with fetal hemoglobin (HbF) in the bone marrow, replacing the RBC cells 

with sickle hemoglobin (HbS) 2,10. Currently, the most commonly used treatment methods for SCD 

patients include monitored administration of drugs like Hydroxyurea, N-acetylcysteine (NAC), 

Voxelotor, L-glutamine oral powder, Crizanlizumab, blood transfusion, and bone marrow 

transplant 15–17. The bone marrow transplants have proven to be quite effective in children 9. Blood 

transfusion is considered one of the last resorts medical experts use in most critical cases. It is 

important to note that the blood’s storage temperature and time affect the inherited properties of 

RBCs compared with freshly drawn blood 18,19, hence the efficacy of the blood transfusion might 

vary.  

Although, there are numerous treatment drugs and medical procedures available for sickle 

cell patients, but one of the crucial challenges in dealing with this genetic disease is screening the 

population for SCD. Peripheral blood smear, solubility sickling test, isoelectric focusing, Lateral 
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Flow Immunoassay and high-performance liquid chromatography (HPLC) are the currently 

available commercial techniques for sickle cell disease diagnosis 8. Lateral Flow Immunoassay20 

and solubility sickling tests21 have been reported inadequate in reporting sickle cell traits (HbAS) 

and often giving false negative and positive results respectively, hence causing unnecessary follow-

up testing 8. Among all, HPLC is a test that detects various variants of hemoglobin, hence 

considered the most accurate diagnostic tool for sickle cell patients, and is preferred by 

hematologists 22,23. Note, that although HPLC is considered quite accurate, it is quite expensive to 

be used for population-wide screening of SCD. Considering the limitations of other diagnostic 

approaches mentioned earlier in the text, a better label-free diagnostic platform is needed for the 

preliminary screening of patients showing hematological anomalies that can indicate towards sickle 

cell condition. The life expectancy of a person suffering from sickle cell disease (SCD) in men and 

women with constant medical assistance is reported 42 and 48 years respectively 5,6. About 300,000 

babies are born every year with sickle cell anemia globally, although SCD cases are reported all 

across the world, most cases are reported in Nigeria, the Democratic Republic of the Congo, and 

India 5,6,14. The SCD has majorly affected India’s Southern-central rural regions, due to which the 

Indian Government has announced the ‘National Sickle Cell Anaemia Elimination Mission’ in the 

2023-24 budget 24. This research work is inspired to deal with at least three key elements and 

objectives of this mission set to eliminate SCD by 2047. In India, the prevalence of the HbS gene 

varies from 0 to 34% in different (tribal and urban) population groups. These sickle cell anemia 

patients and carriers have coexisting iron and other deficiencies, which is not picked up by HPLC. 

Hence the mechanical and morphological indices may be able to identify the high risk SCD patients 

who might have other asymptomatic underlying conditions 25. Here, we present a label-free, cost-

effective, high-throughput electro-fluidic platform to screen SCD patients based on the changes in 

their red blood cell's mechanical and morphological characteristics. We propose an analytical 

approach to estimate cell stiffness. We show sensitive measurements of mechanical changes in cells 

caused due to either a disease or drugs. To establish the detection principle of our platform, we use 

Latrunculin-A (Lat-A) (actin inhibitor drug) treated RBCs to artificially and controllably soften the 

RBC samples taken from otherwise healthy donor. We then quantitatively relate our electro-fluidic 

measurements to changes in the cell stiffness by comparing with single-cell AFM force 

spectroscopy measurements. Further, we test our electro-fluidic experiments to show the 

dependence of parameters like cellular volume, sample incubation time & temperature, fluid flow 
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rates, and the device geometry to devise an analytical understanding of our measurements on 

cellular stiffness. Finally, we demonstrate on-site applications of our platform by screening the 

RBCs of SCD patients at the local hospital. We show distinct signal, based on their RBC stiffness, 

that allows us to categorically separate RBCs of SCD patients from the control group. Here we also 

show weak correlation between RBC stiffness and the lab measured HbS content in the RBCs of 

SCD patients. Note that, the detection of any mechanical changes in the sample does not confirm 

the disease, it may only function as a platform for preliminary screening for SCD detection. At the 

current stage samples must be tested via HPLC test for confirmation. The whole cell stiffness has 

been an overlooked parameter in the diagnostics industry, primarily due to lack of resolution and 

high throughput. We propose that our technique can be a promising platform for preliminary 

screening for various hematological conditions, tumor cell identification, veterinary sciences, and 

hydrogel technologies.  
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5.2 MATERIAL AND METHODS 

 

5.2.1 Micropore Device Fabrication 

Borosilicate capillaries (OD = 1 mm, ID = 0.5 mm, length = 75 mm) (Sutter Instrument) are 

used to fabricate micropores. Two types of devices were fabricated in this work: first type of devices 

with large micropores (pore dia (DP) > cell size) for free-flight experiments and the second type 

with small micropores (pore dia < cells size) for constricted-flight experiments. The glass capillaries 

were cleaned by ultrasonication in ethanol, acetone, and then ethanol for 2 mins each. We then used 

a micropipette puller (Model P – 2000, Sutter Instrument) with the following parameters to pull the 

cleaned capillaries: Heat: 350, Filament: 0, Velocity: 25, Delay: 150, Pull: 200. For a free-flight 

micropore a conventional ‘V-shaped’ filament is mounted on a flame polisher instrument (MF – 

900, Micro Forge, Narshige), to heat-shrink the pulled capillaries further to a desired dimension 

(DP > cell size). For devices with a long-constricted micropore, we mounted an ‘omega-shaped’ (Ω) 

filament on the flame polisher instrument to shrink the pulled capillaries to our desired micropore 

dimensions (DP < cell size). Then the omega-shaped (Ω) filament is replaced with the conventional 

‘V-shaped’ filament to cut the glass capillary's extra front region and, flame polish the cut region. 

See Figure A7.1 for the images of the two types of filaments and the steps involved in fabricating 

these micropores. The images of all the free-flight and constricted-flight micropores used in this 

work are shown in Figure A7.2-A7.4. After flame polishing, it was also ensured that the micropores 

remained circularly symmetric before mounting them in a glass-bottom Teflon fluid chamber (~250 

µL) using curable silicone glue. The pore diameter (DP) was estimated from the smallest opening 

in the side-view optical image of the pore cross-section. The micropore was then connected to a 

syringe pump (Picoplus Elite, Harvard Apparatus), using a PTFE tubing to generate stable fluid 

flow. 

 

5.2.2 Sample Preparation 

The blood samples for the study were acquired from human volunteers and SCD patients 

with institutional ethical board approval. For experiments, about 10 μL of the whole blood (from a 

finger prick) was diluted by adding 500 μL of RPMI-1640 (RPMI buffer, Sigma #SLBT0197) (pH 

= 7.4). The solution was then centrifuged three times at 600 rcf for 3 min at 4oC, and the RBCs 

were isolated from blood plasma and other cells, followed by resuspension of the RBC pellets in 
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1500 μL of RPMI (Sample stock concentration). After the isolation step for every experiment, 

RBCs were checked for health and debris under an optical microscope. 

To measure drug-dependent changes in cell stiffness, aliquots of the actin depolymerizing 

drug Latrunculin A (Lat-A) (Cat# L5163, Sigma) were made in DMSO buffer to 1 mM stock 

concentration. An appropriate concentration of this aliquot was then used to treat the RBCs for 

different experiments in our study (see text). We incubated the cells in Lat-A for at least 5 minutes 

at room temperature before performing the experiments. 

For AFM-based force spectroscopy experiments on RBC cells, we first made a 100 μL 

circular fluid cell using silicone glue on a glass slide (see Figure A7.5). This glass slide was cleaned 

by ultra-sonication in 20% Extran (Part# 34022090-5L Merck), ultrapure water twice (Milli-Q, 

Millipore), acetone, and ethanol for 5 min each. The glass slide was finally rinsed with ultrapure 

water to make sure there is no leftover ethanol from the last cleaning step. We then used Nitrogen 

to dry the fluid cell completely and immediately added 50 μL drop of 0.001% PLL for 30 min 

incubation on the glass surface. We then removed the PLL using vacuum line and immediately 

added 50 μL of RBC sample stock and incubated it for 30 min. The fluid cell was then gently 

washed with 3-5 mL of fresh RPMI buffer to make sure that all the floating cells were removed. 

After all these steps, the fluid cell is checked for RBC adherence under an optical microscope and 

then force spectroscopy measurements are performed using the AFM. Since the RBC stiffness was 

found to be dependent on the storage temperature and storage duration 18,19 (see Figure A7.6), all 

experiments mentioned in this work were performed within 150 minutes of sample preparation. 

 

5.2.3 Electro-Fluidic Measurements  

 The fluid cell design and experiment procedure is described elsewhere in detail 26,27. 

Briefly, microcapillary with the micropore at its tip was filled with RPMI buffer and glued on the 

fluid chamber. A PTFE tubing was connected at the back of the capillary to a syringe pump. RPMI 

buffer was filled in the glass bottom fluid chamber, micro-capillary, and microfluidic PTFE tubing 

avoiding air bubbles everywhere. The RPMI buffer works as the electrolyte for ionic current 

measurements through our device. A pair of Ag/AgCl electrodes, on either side of the micropore, 

were used to acquire the current signals, one dipped in the teflon fluid chamber and the other 

inserted in the tubing. A syringe pump (in withdraw mode) was used to pull samples into the 

micropore device maintaining a constant fluid flow (500 nL/min). The device was kept inside an 
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aluminum Faraday cage to reduce electrical noise. Low noise amplifier AM Systems (Model 2400), 

with 40 kHz bandwidth, and Dagan Chem-Clamp with 10 kHz bandwidth are used in this study, to 

apply a voltage across the devices and record the open pore current and translocation events. A 

noise eliminator (Hum-Bug, Quesst Scientific) was also used to eliminate the input source line 

frequencies in the signal. Data acquisition cards from National Instruments were used to acquire 

and store the signals using a custom-written LabVIEW code. All the experiments performed in the 

lab and the hospital, used NI PCIe-6363 and NI myDAQ data acquisition cards respectively, with 

data sampling done at 100 kHz. The recorded data was then low pass filtered at 10 kHz and analyzed 

using an offline custom-written LabVIEW code. A representative quantification of an event 

showing the drop in conductance (ΔG) and the dwell time (Δt) of a recorded electrical event is 

shown in Figure 5.1c.  The ΔG values in free-flight micropores are used to quantify any 

physiological changes in RBCs 26 as shown in the schematic Figure 5.1d. In contrast, the Δt values 

from the constricted micropores indicate a change in the cellular stiffness as represented in Figure 

5.1e. A more detailed quantitative estimation of the cellular stiffness is later in the text. The 

constricted-flight and free-flight experiments were performed on patient RBC samples 

simultaneously to avoid any aging effects. The equivalence of the two separate amplifiers used in 

this study was independently confirmed (see Figure A7.7). All datasets shown in this study are 

measured in triplicate (on same pore and same sample) and their mean and error of mean values of 

ΔG and Δt histograms is plotted.  
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Figure 5.1 Schematic of electrofluidic device detection principle and signals for measurement of stiffness and size through the 

micropore device. (a) and (b) shows the schematics of cells translocating through a free flight and a constricted micropore device 

respectively. (c) A representative electrical event recorded when a cell translocates through the micropore is shown. The start, end 

and peak of the event is marked with red circles. The change in conductance (ΔG) and the dwell time (Δt) for the event is also shown 

here. (d) Representative events of free-flight experiment for a small (red) and a large (blue) model cells translocating through a 7.0 

um pore are shown here. Respective ΔGff values that corresponds to the difference in their sizes can be seen (e) Representative 

electrical events of constricted-flight experiments is shown here. A comparison of ΔGcf  and Δt signals for a stiff (blue) and soft (red) 

samples are shown. 

 

5.2.4 Changes in RBC stiffness using LatA  

For experiments with controlled changes in RBC cell stiffness, the cells were incubated in 

RPMI buffer with appropriate concentration (see text) of the Latrunculin-A (Lat-A) drug. All 

stiffness comparison experiments were performed on the same device. The sample fluid chamber 

was washed thoroughly with 3 - 5 mL of filtered RPMI in between experiments with different drug 

concentrations ensuring no RBCs were left from the previous experiment. 

 

5.2.5 AFM based cell stiffness Measurements  

 We used MFP-3D Infinity Bio (Asylum Research AFM, Oxford Instruments) AFM system 

mounted on an IX73 inverted Olympus microscope for cell stiffness measurements of RBCs. 

Contact mode silicon nitride cantilevers attached with a spherical polystyrene bead of 4.5 µm 

diameter (PT.PS.SN.4.5, Novascan) were used for taking F-X curves in this study. RBCs were 

adhered on the glass substrate fluid cells as briefed previously and the AFM tip was optically 
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centred on the RBC for every measurement. The RPMI buffer in the fluid cell was then gently 

washed with 1 mL (20 steps of 50 µL each) RPMI with the appropriate Lat-A concentration needed 

for the study. This step was repeated for all the different Lat-A concentrations. It is important to 

note that another camera with a 60X objective was used to visually ensure the same cell was probed 

for all the Lat-A concentrations (see Figure A7.8). A schematic of a spherical bead attached to a 

cantilever probing a soft sample is shown in Figure A7.9 along with the cantilever’s piezo position 

(z), deflection of the cantilever (d), and the indentation into the sample (x). The cantilever had a 

resonant frequency of 15 kHz, length of 225 µm, width of 25 µm, and spring constant of 0.03 N/m. 

Each cantilever was calibrated for the spring constant (k, pN/nm) and sensitivity (β, nm/V) using 

the thermal fluctuation mode of the AFM and taking an F-X curve on the glass surface in RPMI, 

respectively. On each cell, at least 10 F-X curves were recorded with a dwell time of 2 seconds 

between consequent curves.  The data was recorded at a sample rate of 10 kHz and low pass filtered 

at 5 kHz, with a total vertical travel distance of 500 nm. During the approach curve, trigger in 

deflection value to stop and retrace was set at 100 nm. For F-X curve analysis and stiffness 

estimation, a custom-written MATLAB code was used to find the cantilever-sample contact point 

from the force-distance curve, a representative schematic of the contact point is shown in Figure 

A7.9. To ensure that our AFM experiments are well within the hertz model limit and to achieve 

reproducible fits, indentation depth of 50 nm was fixed for all curve fits. 
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5.3 RESULTS AND DISCUSSION 

 

5.3.1 Detection of Cell Volume and Cell Stiffness in Micropore Experiments. 

 We first show the two modes (free-flight and constricted-flight) of micropore experiments 

which detect changes in cell volume and whole cell stiffness, respectively. Figure 5.2a shows 

electrical events corresponding to free-flight translocation of model cells (spherical polystyrene 

beads) of diameter 6.0 (blue) and 4.3 µm (red), through a micropore of 7.0 µm diameter. While the 

dwell time (∆t) corresponds to duration of translocation, the event depth (∆Gff) of these events 

correspond to the volume of the translocating model cells. The translocation events, scatter plot 

(∆Gff vs ∆t) of events of a population of model cells and the ∆Gff histograms are shown in Figures 

5.2a, 5.2b, and 5.2c respectively. We see that model cells of different cell volumes correspond to 

distinct ∆Gff histograms (see Figure 5.1d, 5.2a and 5.2c). A detailed study of cell volume estimation, 

its resolution and throughput characteristics has been described elsewhere 26. In constricted-flight 

experiments, red blood cells (typical diameter (~ 8 µm) are translocated through a micropore of 

smaller diameter, using a syringe pump. In Figure 5.2d we show concatenated translocation events 

corresponding to native (blue) and soft (red, LatA treated) RBCs, translocating through a 3.6 µm 

micropore. The changes in event depths (∆Gcf) and event duration (∆t) is shown as a scatter plot in 

Figure 5.2e. We see that in constricted-flight experiments, the event duration (∆t) corresponds to 

whole cell stiffness that allows the cells to squeeze through the constriction. Cells of different 

stiffness, as shown in Figure 5.2f, are identified with their distinct ∆t histograms.  
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Figure 5.2: Demonstration of cell volume and stiffness detection using Micropore Devices. (a), (b) and (d) show translocation 

electrical signals, ΔG vs Δt scatter plot, and the Δt histograms for 6.0 µm (blue) and 4.3 µm (red) polystyrene beads recorded using 

a 7.0 µm micropore device respectively. (d), (e) and (f) show translocation electrical signals, ΔG vs Δt scatter plot, and the Δt 

histograms for Native (blue) and 1.0 µM Lat-A treated (red) RBCs were recorded using a 3.6 µm micropore device respectively.   
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5.3.2 Measurement of varying cell stiffness of RBCs  

 Next, we show constricted-flight measurement of RBCs that are softened to varying degree 

using the Lat-A drug. Latrunculin A is known to soften cells, in a concentration dependent manner, 

by binding to actin monomers near the nucleotide-binding cleft and thus sequestering them from 

actin polymerization in cells 28,29. This actin-spectrin scaffolding inside the inner membrane of 

RBCs gets affected due to the depolymerization of actin, which results in the softening of the entire 

cell 30–32. Red blood cells from a healthy donor were incubated in different concentrations of Lat-A 

and the effect of the drug on RBC sample was measured with constricted-flight experiments using 

micropores. Note, to avoid device dependent artifacts, experiments with all Lat-A concentrations 

were performed, back-to-back, on the same device, with thorough washing of fluid-cell between 

experiments and randomizing the order of Lat-A concentrations. The translocation events on a 3.6 

µm diameter constricted micropore are shown in Figure 5.3a. It shows that the effect of reduced 

whole cell stiffness by incubation in Lat-A, translates to longer translocation times (∆t). Since Lat-

A treated RBCs show no change in cell size/volume (see Figure A7.10), the increase in constricted-

flight translocation times is attributed to reduction in cell stiffness. We confirmed this result with 

constricted flight experiments done on multiple devices. The constricted flight Δt data for RBCs 

treated with five different Lat-A concentrations and measured using 3.0, 3.2, 3.6, 3.8, and 3.9 µm 

diameter micropores is shown in Figure 5.3b. We observe a systematic decrease in the Δt with the 

increasing Lat-A concentrations.  
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Figure 5.3: Effect of the actin inhibitor drug (Latrunculin-A) on the stiffness of red blood cells. (a) Translocation electrical 

signals for healthy RBCs (black) and RBCs treated with 0.50 (green) and 1.0 µM Lat-A drug, showing a decrease in the dwell time 

(Δt) translocating through the 3.6 µm micropore device. (b) Here we present the constricted flight dwell time (Δt) data, measured 

in 3.0, 3.2. 3.6, 3.8, and 3.9 µm diameters micropores, for red blood cells treated with Lat-A. For this experiment, RBC samples 

were obtained from a healthy donor (with 90.2 fL mean corpuscular volume, MCV, from pathology test). (c) AFM force-distance 

curve with the respective Hertz model fits (equation 5.1) for healthy RBCs (black) and RBCs treated with 0.50 (green) and 1.0 µM 

Lat-A drug. (d) The elasticity of red blood cells, incubated with different amounts of Lat-A as measured using the AFM force 

spectroscopy is shown here. A spherical (4.5 µm) cantilever having a spring constant of 0.03 N/m was used for the study. The inset 

shows the effect of Lat-A on six individual cells. 

 

5.3.3 RBC Elastic Modulus Estimation 

 The reduction in whole cell stiffness by Lat-A is well documented 28,29,33–37. However, to 

compare the cell stiffness changes in the cell population being measured using the micropore, we 

directly quantify the change in their elastic modulus using an atomic force microscope (AFM) 

mounted on an inverted optical microscope. The AFM cantilever with a microsphere attached to 

the tip was optically aligned on top of the red blood cell and force-indentation curves were obtained 

by pressing the microsphere on the AFM tip into the cell (see Figure A7.9). From the force 
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indentation curves (see Figure 5.3c), the elastic modulus of RBCs was estimated using the Hertz 

Model given by: 

     F =
4√RC

3

E

1-ν2
 δ

3

2      (5.1) 

Here, F, RC, E, υ, and δ are force, the radius of the spherical probe, the elastic modulus of the 

sample, Poisson’s ratio of RBC and indentation respectively. In Figure 5.3c, the force-indentation 

curves with the respective Hertz model fits for untreated RBC (black) and then same cell treated 

with 0.50 µM (green) and 1.0 µM (red) Lat-A drug, successively, are shown. The experiment is 

repeated for all Lat-A concentrations and the resulting changes in the elastic modulus of that same 

red blood cell is plotted in Figure 5.3d inset. These experiments are repeated on multiple cells. The 

Lat-A concentration-wise average (over all measured cells) of the AFM measurement of cell 

elasticity is plotted in Figure 5.3d.  As expected, AFM measurements show systematic decrease in 

elastic modulus (E, kPa) with increasing Lat-A concentrations.  

 

5.3.4 Empirical correlation between constricted micropore dwell times and Cellular Stiffness 

 We next establish qualitative dependence of dwell times (Δt, ms) of constricted-flight 

micropore experiments of RBCs with AFM-based elastic modulus (E, kPa) measurements. We note 

that both the micropore Δt measurements (Figure 5.3b), as well as their elastic modulus (Figure 

5.3d), decrease similarly with different concentrations of Lat-A. This direct dependence is plotted 

in Figure 5.4a. We find, empirically, a linear dependence of constricted-flight translocation time, 

Δt, on the elastic modulus, E, of the translocating cell. We confirm this dependence for multiple 

devices with different micropore diameters (3.0, 3.2, 3.6, 3.8, and 3.9 µm) (see Figure 5.4a inset). 

The values of the linear fits are summarized in Table A7.1, with an average slope of 1.15 ± 0.12. 

This suggests that the RBCs elastic modulus (E) and the constricted-flight micropore dwell times 

are directly proportional: 

     Δt ∝ E      (5.2) 

The constricted-flight dwell times may depend on the flow rate (Q, nL/min) (See Figure A7.11 and 

S12). We find that the linear dependence of Δt on the elastic modulus (E) is maintained across 

multiple Q values (see Figure 5.4b). The dwell time for constricted-flight experiments may also 

depend on the cell size/volume. Although Lat-A doesn’t change the cell volume (Figure A7.10), 

this dependence should be considered when RBC from different donors (see below) is compared. 
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To establish this dependence, we acquired red blood cells from different healthy donors, with 

different mean cell volumes (as measured from pathology reports) and compared their free-flight 

ΔGff (corresponds to cell volume) 26 values to their constricted-flight Δt values.  We used 4.3 and 

8.0 µm micropore devices for constricted and free flight experiments respectively and the measured 

data is shown in Figure 5.4c. The dotted red line is a power-law fit giving the following relationship: 

     Δt ∝ (ΔGFF)2.37     (5.3) 

Here, since all RBC samples are from different healthy donors, we assume they differ only in their 

cell volume. The constricted-flight dwell times, Δt, also depend on the experimental parameters 

(such as fluid flow rate (Q), applied voltage (Vm), fluid viscosity (µ) and temperature (T)) as well 

as geometrical parameters (Length (Lp) and Diameter (Dp) of the micropore).  

On combining all the parameters discussed above, we get an empirical relation:  

Δt ∝ E × (ΔGFF)2.37 × f(Lp, Vm, Dp, Q, μ, T) (5.4) 

The expression for Δt can now be written as: 

Δt = k*E*(ΔGFF)2.37   (5.5) 

Here, k is the proportionality constant. Note, that experiments that compare control and sample 

cells are performed using the same micropore (i.e. same LP and DP), a constant fluid flow (i.e. same 

Q and µ), and experimental and sample incubation temperature (T). This allows all the terms in 

f(Lp, Dp, Vm, Q, μ, T) to be absorbed into the proportionality constant k in the equation (5.5). We 

can now, directly measure the change in the elastic modulus of unknown samples, relative to the 

elastic modulus of a control sample: 

   Erelative =
ESample

EControl
= (

ΔtSample

ΔtControl
) * (

ΔGFF
Control

ΔGFF
Sample)

2.37

 (5.6) 

Here, Erelative is the ratio of the elasticities of the sample and the control cells, whereas Δt and ΔGFF 

are the constricted-flight dwell times and free-flight conductance change values respectively. We 

use the above empirical equation to estimate the relative change in RBC cell stiffness upon Lat-A 

treatment. The Erelative estimated for Lat-A treated RBC cells is shown in Figure 5.4d. In the same 

plot, we also show the change in elastic modulus (measured relative to the native RBC sample) as 

measured by the AFM for RBCs treated with the same concentrations of Lat-A. The excellent 

agreement of our micropore empirical approach with the AFM data shown in Figure 5.4d provides 

strength to our experimental procedure to estimate changes in the elastic modulus of a sample 

relative to a control. 
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Figure 5.4: Empirical formulation for modeling the cellular stiffness using the electrofluidic experimental data. (a) The elasticity 

of RBCs obtained from the AFM is plotted with the Δt measurements of electrofluidic devices for cells treated with different 

concentrations of Lat-A. Note that there is a linear dependency of dwell time on the RBCs elasticity for all the micropores of different 

diameters used in the experiment. (b) The linear relationship between the elasticity of RBCs treated with different Lat-A 

concentrations with the constricted Δt measurements at different flow-rates using a 3.8 µm micropore device is shown (c) Red blood 

samples were acquired from different donors and, a 4.3 and 8.0 µm micropore device was used for constricted and free flight 

experiments respectively. Note that the constricted Δt has a power law dependence on the free flight ΔG with an exponent value of 

2.37, where the free flight ΔG corresponds to the volume of the cells. (d) The relative elasticity values from micropore and AFM 

experiments are shown here, note that both the data show similar trend for RBCs treated with different Lat-A concentrations. 

 

5.3.5 Screening SCD Patients Based on RBC Stiffness 

 Finally, we apply our micropore device and analysis to compare translocation experiments 

performed on RBC samples drawn from a healthy donor and sickle cell disease patients, at the 

hospital (see setup image in Figure A7.15). The two samples, when measured using the same 

device, showed a clear distinction that the SCD patient RBCs translocated much slowly than the 

healthy RBCs. This indicates that the SCD RBCs are stiffer than the native healthy RBC cells. 

Representative plots of the raw electrical translocation signals, the ΔGcf vs Δt scatter plots, and the 
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Δt histograms (see Figures 5.5a, 5.5b, and 5.5c respectively), show a clear distinction between the 

RBC samples from a healthy donor (blue) and an SCD patient (red) when detected using a 

constricted micropore device (4.6 µm). We measure RBC stiffness for 10 SCD patients (available 

during the time of this study, see Table A7.4). For these experiments, the samples were collected 

from patients and a healthy donor and the respective RBCs were suspended in RPMI buffer. This 

was to ensure that every SCD patient’s RBC data had in-situ control of the healthy donor RBCs on 

the same device and experimental conditions. The RBCs were imaged (see Figure A7.16) and split 

into two batches for simultaneous free-flight (to compare cell volumes) and constricted-flight (to 

compare cell stiffness) experiments. The constricted-flight Δt bar-plot, the Δt histograms, Δt vs ΔG 

scatter plots, and the free-flight ΔGff bar plots for patient and control samples for all the experiments 

performed on SCD patients at the hospital are shown in Figure A7.17-A7.22 along with the 

respective constricted and free-flight micropore images used for the experiment. A complete 

summary of all the micropore experiments performed in the hospital and relevant pathology data 

from patients and the healthy donor is provided in Table A7.4.  We note that, in general, RBCs 

from SCD patients have a larger distribution in cell volume (as measured by ΔGff) and take a longer 

time to translocate through the constricted geometry of the micropore (as measured by constricted-

flight dwell times, Δt). This is shown in Figure 5.5d. Here we show the scatter plot of normalized 

constricted-flight Δt and ΔGff showing distinct populations for SCD patients (red dotted region) 

and healthy donors (blue dotted region). Note that the data shown in Figure 5.5d is normalized with 

a single control (healthy) donor (black triangle). The summary of the constricted-flight Δt values 

and the normalized Δt estimated for each patient w.r.t the control is shown in Figure A7.23. We 

then estimate the relative elastic modulus (Erelative) of patient RBCs using equation (5.6) and the 

data is shown in Table A7.5 and Figure 5.5e. The Erelative plot demonstrates that the SCD patient 

RBCs are, in general, always stiffer compared to the healthy donor RBCs by a factor of 2 – 4 and 

our electrofluidic device detects the SCD patient RBCs with high signal-to-noise ratio and 

throughput. Since we have HbS% values of the SCD patients from the HPLC-based pathology tests, 

we compared the relative elastic modulus of the RBCs of all the SCD patients of this study with 

their HbS % values in Figure 5.5f. We note that other than two data points (possibly belonging to 

Sickle Cell Trait patients, HbAS trait) the inset of Figure 5.5f shows a linear relationship of Erelative 

with the HbS% content in the cell. We note that given the low patient number of this study, this 

linear relationship is only empirical.  
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Figure 5.5: Cellular stiffness estimation of sickled RBCs of the SCD patients using microfluidic devices. (a), (b) and (c) show 

translocation electrical signals, ΔG vs Δt scatter plot, and the Δt histograms for RBCs from a healthy donor (blue) and an SCD 

patient (red) recorded using a 4.6 µm micropore device respectively (d) Scatter plot of Normalized Δt and ΔG from Constricted and 

free flight experiments respectively, showing distinct signals for SCD patients (red circles), Healthy donors (blue squares), and 

Control donors (black triangles). (e) shows the bar plot of relative elasticity empirically estimated according to equation 5.6 

respectively. (f) Shows the relative elasticity of the SCD patient’s samples plotted with their respective HbS % values obtained from 

the HPLC test. Inset shows an increasing trend of relative elasticity for SCD patients with higher HbS% values. 
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5.4 CONCLUSION 

 In this work, we first demonstrate the cell volume and stiffness detection principles using 

the free-flight and constricted-flight modes of our electro-fluidic micropore devices, respectively. 

We, then demonstrate that, for a soft sample like a biological cell, the measured dwell time (Δt) 

through a constricted micropore, corresponds to the stiffness of the sample. For this, we drew RBCs 

from a healthy donor and treated the cells with different concentrations of Latrunculin A drug which 

artificially soften the whole cell. The elastic moduli and the dwell time (Δt) values measured using 

AFM and micropore respectively, showed similar trends for RBCs treated with the same Lat-A 

concentrations. We found a linear relationship between the RBCs elastic moduli and the dwell times 

(Δt) measured using different micropore devices; the slope was 1.15 ± 0.12 at 500 nL/min. Next, 

we established an empirical expression for relative elasticity (equation (5.6)) of samples w.r.t to a 

control sample taken from a healthy donor. We found an excellent agreement of the relative 

elasticity measured using micropores with the normalised elastic modulus for Lat-A treated RBCs, 

where the control was native untreated RBCs. Finally, we demonstrated the application of 

micropores as a preliminary screening tool for Sickle Cell Disease (SCD) patients. Micropore 

translocation experiments were performed to compare RBCs from healthy and SCD patients. The 

Δt values of RBCs from the SCD patients were distinctively different from those of healthy donors. 

The relative elasticity of all patients was found to be always more than that of a healthy donor (see 

Figure 5.5e). We also found a weak linear relationship between the relative elasticity and the HbS% 

for SCD patients. It is important to note that the medication regimen of the participating patients 

could not be accounted for in our study. Our approach can identify SCD RBCs based on mechanical 

changes even in the absence of or way before the visual signatures of sickling of the blood cells, 

hence a better tool for population-wide preliminary screening. Although, any mechanical 

abnormality found in a sample doesn’t guarantee a sickle cell disease, but surely confirms a possible 

haematological condition that would require more tests. Our research work will be crucial in 

achieving cost-effective mass population screening to assist in the Indian Government’s ‘National 

Sickle Cell Anemia Elimination Mission’. Our cellular mechanical sensing system is not limited to 

detecting mechanical properties of soft materials, but it also supports future applications in the 

pharmaceutical field as a quality control test, and understanding the underlying basics of cellular 

growth and its development cycle.  
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 CHAPTER 6 

 

CONCLUSION AND FUTURE WORK 

 

 In the first chapter of this thesis, we gave a brief introduction to various mechanosensing 

approaches used for cellular mechanical and physiological studies performed by researchers. We 

introduced various experimental methods used to understand the whole cell stiffness, membrane 

mechanical properties, fluidic properties of the cellular cytoplasm, and viscoelastic properties of 

cells in the suspension. The theoretical aspects and models associated with all these experimental 

techniques were also discussed in this chapter. In the next chapter, all the details on the sample 

preparation protocols, and the procedures involved in procuring and handling the biological 

samples, drugs, and chemicals used are discussed in great detail. The working principle of the 

Resistive Pulse Technique (RPT) and the Atomic Force Microscopy (AFM) force spectroscopy 

measurements majorly used in this thesis work are detailed in this chapter. A review of different 

theoretical models used to understand the data acquired using the resistive pulse technique is also 

briefed here. The steps involved in fabricating the custom-made micropore device for RPT 

experiments and the sample incubation chamber made in the lab for AFM force spectroscopy study 

on cells are introduced here exhaustively. In the third chapter, we demonstrated the high throughput 

and high-resolution measurement capabilities of our electrofluidic devices by measuring the 

volume of model cells, followed by the measurement of the volumetric changes in red blood cells 

in physiologically relevant alcohol concentrations. Since alcohol exposure has been postulated to 

adversely affect the physiology and function of red blood cells (RBCs), our measurements showed 

that alcohol consumption recreationally alters cell physiology in ways that are subtle and unresolved 

with conventional microscopy methods. We also for the first time present the direct quantification 

of temporal and concentration-dependent changes in red blood cell volume upon ethanol exposure. 

In the next chapter, we introduce our low-cost and portable trans-impedance amplifier and 

characterize and compare all its electrical properties with commercial amplifiers, including the 

maximum range, absolute error percentage, and RMS noise of the amplifier in the measured current 

signal, and the bandwidth. Our low-cost amplifier (~100-fold lower than commercial alternatives) 

is battery-run and completely portable for point-of-care applications. In the fifth chapter, we first 
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establish the quantitative effect of the cytoskeleton inhibitor drug (Latrunculin-A) on cellular 

elasticity measurements using atomic force microscopy and micropore devices in red blood cells. 

We perform various control experiments and establish an empirical formulation for measuring the 

relative elastic modulus of the cell. We then make use of our formulation to demonstrate the 

diagnostic application of the lab-made electro-fluidic system on sickle cell disease (SCD) patients, 

the experiments were performed on-site at the St. Johns Medical College Hospital. Identification 

was based on their RBC stiffness changes and a possible correlation with the patient’s HbS content. 

This thesis work establishes a label-free high-throughput, cost-effective, and microscopy-free 

experimental approach to quantitatively study the cellular mechanical and physiological properties. 

The on-site application of SCD patient screening shows that this work promises the possibility for 

the whole cell stiffness to be used as a preliminary screening parameter for many hematological 

conditions and applications in other areas such as tumor cell identification, veterinary sciences as 

well as hydrogel technologies. 

 There are various plausible extensions of this thesis work, a few of them are discussed later 

in this chapter. 
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6.1 Cellular porosity under small applied voltages 

 Electroporation and ion channels in cells and lipids has been a topic of interest for 

researchers as well as pharmaceutical industries. These techniques are used for drug testing and 

delivery, cell engineering and toxicology studies. Short high voltage electrical pulses are used to 

create temporary pores in the cellular membrane, which allows chemicals or molecules to easily 

pass across the cell, which normally wouldn’t, and these electrical pulses can often cause damage 

to the membrane. We propose that even small electrical voltages form pores across the cellular 

membrane, the preliminary data demonstrating this phenomenon is shown in the figure 6.1. We 

compared the change in the conductance for a hard sphere and RBCs, and show that conductance 

drop (ΔG) increases with voltage for RBCs and remains almost constant for hard spheres as they 

translocate through our electro-fluidic device. This suggests that increasing even small voltages 

(~100 mV), causes pore formations at the cellular membrane and the ion transportation and current 

detection across the electrofluidic device can be measured. Although, these are just postulations, 

and further investigation is needed in this regard. 

 

Figure 6.1 RBC porosity effect under applied voltages: a The change in open pore current at different voltages caused by 

translocation of 4.0 µm beads (black) and RBCs (red) through an 8.3 µm micropore device. b The change in the conductance of the 

micropore device at different voltages caused by the translocation of 4.0 4.0 µm beads (black) and RBCs. The dotted lines are the 

linear fit to the data in both graphs. 
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6.2 Translocation of Cells through a dual micropore device for 

stiffness estimation 

 In the fifth chapter, both the free flight and constricted flight experimental data were needed 

to estimate the relative elastic modulus of the sample using the Equation 5.6. Hence, the free-flight 

and constricted flight experiments performed simultaneous. We propose that a dual micropore 

system can be used to measure the cell volume and stiffness in a single device. Such a dual pore 

device can either be forged using a glass capillary or fabricated using soft lithography. In the Figure 

6.2, we present the preliminary experimental data using a glass capillary based dual pore 

electrofluidic device to perform free-flight and constricted flight experiments. 

 

Figure 6.2 Translocation of RBCs through a single glass capillary dual micropore device: a Microscopic image of a single glass 

capillary dual micropore device is shown. The inset shows the magnified image of the constricted (square) and free-flight (circle) 

micropore regions of the device. b The time-series electrical data of the free-flight (small signals) and constricted (large signals) 

translocation events for RBCs are shown here. Note that the free-flight and constriction events occur in pairs. c ∆G vs ∆t scatterplot 

of RBCs translocating through the dual micropore device is shown here. d The pair-wise ∆G (free flight) vs ∆t (constricted) 

scatterplot of RBCs translocating through the dual micropore device is shown here. e Histogram fitted with the Gaussian for the 

time between the free flight and constricted electrical pulse for individual RBCs is shown here. 
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6.3 Studying the cellular membrane fluctuations during cell 

translocation through a constriction micro-channel.  

 Here, we propose a simple experimental idea, to detect the cellular membrane fluctuations, 

as cells translocate through a constricted microchannel. We propose that when a single cell is stuck 

in the sensing region of the constricted micro-channel, the fluctuations in the cellular membrane 

will be embedded in the blocked measured current. The Fourier analysis of the blocked current, 

decoupled from the unblocked current across the sensing region will possibly give the recurrence 

information of the membrane fluctuations. It is important to note that, the data acquisition sampling 

rate and the bandwidth of the electrical system used to record the data will be crucial in this 

experiment. The membrane fluctuation frequency must lie in the flat region of the frequency 

response curve of the amplifier system to be used, and the data acquisition sampling rate must be 

at least 10 times of the membrane fluctuation frequency to be able to detect at least the principle 

frequencies of the fluctuations, without any clamping effects.  
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APPENDIX 1 

Basic Rules for Writing and Plotting Experimental Data 

A1.1 Using correct significant figures to avoid false resolution in presenting 

experimental data 

A significant figure is an important parameter in science and writing/mentioning numbers by 

keeping too many significant numbers can give an incorrect sense of least count of the 

measurements or resolution of the technique. Hence, while writing a research paper the significant 

numbers must be mentioned correctly. Consider the following rules in mind to get correct 

significant numbers: 

• Generally, any experimental data is a mean of multiple measurements. Hence, it has to be 

written as (mean ± Standard deviation). Please also note that if data is fitted to some function 

the fitting parameters are mentioned as (Fit value ± error). So, in general, any experimental 

value will always be written as (Value ± error/SD). 

• The first step to get the correct significant numbers is to round off the error (or standard 

deviation) to the first significant digit. Here are some examples: 

▪ 2.83 has to be rounded off to 3 (Please Note 3 and NOT 3.0).  

▪ 0.246 will be rounded off to 0.3 

▪ 12.6 will be rounded off to 10 

• After rounding off the error/standard deviation to the first significant digit, the value has to 

be rounded off to the same place value. Here are some examples: 

▪ 33.43 ± 2.83 will be written as 33 ± 3 

▪ 13.56 ± 0.246 will be written as 13.6 ± 0.3 

▪ 114.56 ± 12.6 will be written as 110 ± 10 

• Please note that there is an exception in the rule to round off the error/standard deviation 

values to the first significant values. If the error value on rounding off to the first significant 

value ends up to the first decimal place with a value of 1, then the rounding off has to be 

done up to the second significant figure. Here are some examples: 
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▪ 0.126 will be rounded off to 0.13 

▪ 0.144 will be rounded off to 0.14 

▪ But 0.15 will be rounded off to 0.2 

• Here is an example of writing the numbers with incorrect and then the correct significant 

numbers: 

Bead 

Diameter 

(µm) ΔG (nS) 𝐕𝐁𝐞𝐚𝐝
𝐂𝐚𝐥𝐜  (𝐟𝐋) 

𝐕 =
𝚫𝐆

𝛔
∗ 𝐋𝐞𝐟𝐟(𝟖.𝟖 µ𝐦)

𝟐
 

(𝐟𝐋) 

𝐕 =
𝚫𝐆

𝛔
∗ 𝐋𝐞𝐟𝐟

𝐆𝐥𝐨𝐛𝐚𝐥𝟐
 

(𝐟𝐋) 

𝐕 =
𝚫𝐆𝐬𝐚𝐦𝐩𝐥𝐞

𝚫𝐆𝟑.𝟎 𝛍𝐦
∗ 𝐕𝟑.𝟎 𝛍𝐦 

(𝐟𝐋) 

𝐕 =
𝚫𝐆𝐬𝐚𝐦𝐩𝐥𝐞

𝚫𝐆𝟕.𝟎𝟑 𝛍𝐦
∗ 𝐕𝟕.𝟎𝟑 𝛍𝐦 

(𝐟𝐋) 

4.0 83.98 ± 4.38 33.52 ± 0.28 34.57 ± 4.38 34.26 ± 4.46 34.44 ± 4.0 33.43 ± 2.83 

6.0 273.74 ± 29.57 113.14 ± 0.63 112.67 ± 20.58 111.68 ± 20.79 112.25 ± 19.32 108.98 ± 15.32 

Table A1.1 Incorrect way of writing significant figures: The numbers shown here are obtained after taking an average 

from multiple experiments, and these averaged numbers with incorrect significant digits give a false sense of 

instrumental resolution. 

Bead 

Diameter 

(µm) ΔG (nS) 𝐕𝐁𝐞𝐚𝐝
𝐂𝐚𝐥𝐜  (𝐟𝐋) 

𝐕 =
𝚫𝐆

𝛔
∗ 𝐋𝐞𝐟𝐟(𝟖.𝟖 µ𝐦)

𝟐  

(𝐟𝐋) 

𝐕 =
𝚫𝐆

𝛔
∗ 𝐋𝐞𝐟𝐟

𝐆𝐥𝐨𝐛𝐚𝐥𝟐
 

(𝐟𝐋) 

𝐕 =
𝚫𝐆𝐬𝐚𝐦𝐩𝐥𝐞

𝚫𝐆𝟑.𝟎 𝛍𝐦
∗ 𝐕𝟑.𝟎 𝛍𝐦 

(𝐟𝐋) 

𝐕 =
𝚫𝐆𝐬𝐚𝐦𝐩𝐥𝐞

𝚫𝐆𝟕.𝟎𝟑 𝛍𝐦
∗ 𝐕𝟕.𝟎𝟑 𝛍𝐦 

(𝐟𝐋) 

4.0 84 ± 4 33.5 ± 0.3 35 ± 4 34 ± 4 34 ± 4 33 ± 3 

6.0 270 ± 30 113.1 ± 0.6 110 ± 20 110 ± 20 110 ± 20 110 ± 20 

Table A1.2  Correct way of writing significant figures: The numbers shown here are obtained after taking an average 

from multiple experiments, and these averaged numbers are then written with correct significant digits, avoiding any 

false sense of instrumental resolution. 

 It is important to note that an incorrect use of significant figures provides a false sense of 

precisions or resolutions of the instrument used to record the experimental data. For example, the 

value of volume in the fourth column for a 6.0 µm bead in the first table reads 112.67 fL, whereas 

the lowest volume resolution for this technique is reported to be 0.6 fL at cellular sizes. The number 

‘112.67’ with incorrect significant figures gives a false sense of precision up to two decimal places, 

i.e. a resolution of 0.01 fL, which is incorrect.  
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A1.2 Importance of using the standard deviations for correctly fitting the 

experimental data 

In the experimental research field, multiple sets of experiments are done to make sure that the 

data obtained is recurrent. The data obtained generally has some error within different experimental 

sets, hence the values after multiple data sets are written in the form of mean and standard deviation 

as (Mean ± Standard Deviation). Now suppose the obtained data is to be fitted to a functional form 

(say a straight line), then there are two ways to do it: 

• Consider only the mean values to fit the data. (Incorrect Method) 

• Consider both the mean values as well as the standard deviation to fit the data. (Correct 

Method) 

Why Standard Deviation is important while fitting the data to a functional form: 

• Inverse standard deviation is used as weights to fit the data to a function form. 

• Please note that weights are an important parameter in fitting, as they decide which data 

point will contribute more to the fitting relative to other data points. 

• We can understand this by an example, suppose we have four Y values for each X, and ΔY 

is the error in the measurement of Y in multiple sets. If the ΔY2 is smaller than others, this 

means the multiple measurements gave Y2 values very close to each other (i.e. Y2 value is 

the most recurrent and must be given more weightage than other Y values while fitting). 

• Hence, while fitting data to a functional form we must give three parameters, which are X, 

Y, and the weight. 

• Please note that each software takes the weight values in a specific way. In general, the 

inverse of the standard deviation is the weight for fitting. But, we need to be careful what 

column is given as weight to the software (Standard deviation or inverse of standard 

deviation). For, instance Igor software has both options (see Figure A1.1a). 
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Figure A1.1 Manual Fitting options in Igor software: (a) Screenshot of Igor software fitting dialog box, showing the 

option for choosing the weights for the fitting. (b) Screenshot of Igor software fitting dialog box, showing the option 

for fitting parameters to be kept fixed or floating. 

 

• In Figures A1.2a and A1.2b we show some examples demonstrating the difference in the 

slope values obtained by fitting a straight line to data with and with standard deviations as 

weight 

• It is important to understand the behavior of the function form before performing the fitting. 

This will help u s decide whether a fitting parameter should be fixed or floating (see Figure 

A1.1b).  

• Let us understand this with an example, the graphs shown above are fitted with the 

functional form Δ𝐺 = 𝑘 ∗ 𝑉𝑜𝑙𝑢𝑚𝑒.  We need to estimate the coefficient k, also it is known 

that the functional form must have an intercept zero, hence before performing the fit the 

intercept was fixed to zero. (Note: Always see the function and understand which fitting 

parameter must be fixed and which must be allowed to float. Softwares are written to give 

the best fit irrespective of whether the science behind the fit is considered or not. So it’s our 

job to see if science is correct before and after the fit). 
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Figure A1.2 Difference in fitting results due to weights and constraints: (a) and (b) showcase the examples of 

differences in the values obtained from fitting experimental data to a linear function with and without incorporating 

the standard deviations as weights. 
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APPENDIX 2 

Pressure in a Cylindrical and Conical Geometry 

 

Figure A2.1 Schematic of a cylindrical region: A 2D schematic of a cylindrical region is shown here, showcasing the 

flow of a fluid at pressures P1 and P2 over the length ‘L’ and radius ‘R’. 

 The expression for the pressure drop between two points inside a cylindrical capillary can 

be stated as following using the Hagen-Poiseuille Equation: 

Δ𝑃 =
8𝜂𝑄

𝜋𝑅4  𝐿     (A2.1) 

Here, ΔP is the pressure drop (P2 – P1) over the length ‘L’ inside a cylinder of radius ‘R’, when a 

fluid of dynamic viscosity ‘η’ is flowing with a constant fluid flow of ‘Q’. See Figure A2.1 above 

for a visual perspective of the geometric parameters used in equation (1).  
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Figure A2.2  Schematic of a truncated conical region: A 2D schematic of a truncated conical region is shown here, 

showcasing the flow of a fluid at pressures P1 and P2 between the region having a half angle ‘𝜃’, and radius ‘R1’ and 

‘R2’. 

 Now, we will establish a relationship for the pressure drop across a conical region with the 

same fluid flowing through it. Firstly, we consider a small cylinder of length ‘dX’ and radius ‘r’, 

then according to the equation (1) the expression for pressure drop across dL length will: 

𝑑𝑃 =
8𝜂𝑄

𝜋𝑟4  𝑑𝐿       (A2.2) 

Here, the dL can be expressed in terms of ‘r’ and ‘𝜃’ as: 

𝑑𝐿 = 𝑑𝑟𝐶𝑜𝑡𝜃      (A2.3) 

Now, on combing equations (2) and (3), we get the following expression: 

𝑑𝑃 =
8𝜂𝑄𝐶𝑜𝑡𝜃

𝜋𝑟4
 𝑑𝑟    (A2.4) 

On integrating both sides we get: 

∫ 𝑑𝑃
𝑃2

𝑃1

=
8𝜂𝑄𝐶𝑜𝑡𝜃

𝜋
 ∫ 𝑟−4 𝑑𝑟

𝑅2

𝑅1

 

   Δ𝑃 = 𝑃2 − 𝑃1 =  −
8𝜂𝑄𝐶𝑜𝑡𝜃

3𝜋
 (𝑅2

−3 − 𝑅1
−3)   (A2.5) 
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APPENDIX 3 

Analytical calculation of volume change in Red Blood Cells  

 

 

Figure A3.1 Analytical Volume of RBC. (a) Schematic of an RBC with diameter D and a volume element at a radial 

distance r. (b) Side view of the same RBC schematic showing the dimple height (h), RBC maximum thickness (H) and 

diameter (D). (c) Dumbbell-shaped disc approximation of an RBC to estimate the volume, with a volume element at a 

radial distance r and thickness t. 

Here we assume that the RBC is a dumbbell-shaped disc of diameter D, maximum height 

H, and minimum height h (as shown in Figure A2.3c). In Figure A2.3a, the small volume element 

(dV) can be written as:  

 𝑑𝑉 = 2𝜋𝑟𝑡. 𝑑𝑟 (A3.1) 
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Where ‘t’ is the thickness of the volume element. We have the following expressions from Figure 

A2.3c: 

 
𝑡 = 2 [

ℎ

2
+ 𝑟. 𝑇𝑎𝑛(𝜃)] 

(A3.2) 

 
𝑇𝑎𝑛(𝜃) =

𝐻 − ℎ

𝐷
 

(A3.3) 

On substituting Equations S2 and S3 in equation S1, we get: 

 
𝑑𝑉 = 2𝜋𝑟ℎ. 𝑑𝑟 +

4𝜋𝑟2(𝐻 − ℎ)

𝐷
. 𝑑𝑟 

(A3.4) 

On integrating the above equation with r going from 0 to D/2, we get the expression for the volume 

of RBC: 

 
𝑉 =

𝜋𝐷2(2𝐻 + ℎ) 

12
 

(A3.5) 

Typically, RBCs are approximately 7.5 to 8.7 μm in diameter (D), 1.7 to 2.2 μm in thickness (H), 

and 1 μm thick at the centre (h). So, here we assume that ‘D’ is 8.0 μm, ‘H’ is 2.0 μm, and ‘h’ is 

1.0 μm and the volume of RBC following Equation S5 comes out to be 83.8 fL.  

 Since we observe an 18.5% decrease in the RBC volume at 0.5% (v/v) ethanol 

concentrations, now we’ll calculate the percentage change in the RBC dimensions D, H, and h. 

Equation S5 can be expressed in the following error formula: 

 Δ𝑉

𝑉
= 2.

Δ𝐷

𝐷
+

Δ𝐻

𝐻
+

Δℎ

ℎ
 

(A3.6) 

Note, we are assuming that all the three parameters decrease uniformly, i.e. the percentage of 

decrease in D, H, and h are the same giving the following relation: 

 
𝑋 =

Δ𝐷

𝐷
=

Δ𝐻

𝐻
=

Δℎ

ℎ
 

(A3.7) 

Equations S6 and S7 with ΔV/V=0.185 gives X ≈ 0.046. Hence, 

 ΔD = 0.046 ∗ 𝐷 = 368 nm (A3.8) 
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 ΔH = 0.046 ∗ 𝐻 = 92 nm (A3.9) 

 Δh = 0.046 ∗ ℎ = 46 nm (A3.10) 

Such small changes can not be detected under optical images due to diffraction limitations 
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APPENDIX 4 

AFM force spectroscopy data analysis 

 The trace (red) and retrace (blue) of a force distance curve for a spherical cantilever 

indenting an RBC are shown in Figure A4.1a. We are only going to make use of the trace of the 

force spectroscopy data for our analysis, hence it is isolated as shown in Figure A4.1b. Since no 

force should be experienced by the cantilever before it gets in contact with the RBC, the trace curve 

is transformed accordingly (see blue curve in Figure A4.1b). We also further transform the trace 

curve assuming the cantilever starts from a position zero (see black curve in Figure A4.1b).  

 

Figure A4.1 AFM force-distance curve for RBCs: (a) The trace (red) and retrace (blue) curve from the force 

spectroscopy experimental data taken on an RBC sample is shown here. (b) The raw force-distance curve is 

transformed for no contact and the relative zero position of the cantilever. 

 Now, the transformed force-distance curve is isolated (see inset Figure A4.2a), we need to 

find the contact point. For this, we find the slope at all the points in the F-X curve and plot it with 

the respective distance in the F-X curve as shown in Figure A4.2a (red). Since the data has some 

noise we also perform a running average for the slope values and the data is plotted in black on the 

same Figure A4.2a. The first one-third of data from the entire slope data is used to estimate the 

mean and standard deviation in the slope in the non-contact region. The non-contact slope values 

are then used to estimate the contact point (see Appendix 6 for the MATLAB code used). The 

contact between the cantilever and the sample is highlighted in the slope vs distance plot shown in 

Figure A4.2b.  
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Figure A4.2 Estimating the contact point between the sample and cantilever: (a) The inset shows the transformed 

trace curve and the slope at each trace curve point is red. The running average of the slope vs distance is shown in 

black color. (b) The contact point between the sample and cantilever is shown here with the arrow and a vertical line.  

 Now, since we have found the contact point between the cantilever and the sample (see 

Figure A4.3a), the contact region can be isolated and is shown in the inset of Figure A4.3a. In order 

to use the Hertz model to estimate the sample’s elasticity, we consider only small indentation, and 

the data (black circle) and the hertz model fit (red) are shown in Figure A4.3b. The entire Igor script 

and MATLAB code for extracting the raw data and data analysis are provided in Appendix 8. 
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Figure A4.3 Fitting the force vs indentation data with the hertz model: (a) The contact point between the cantilever 

and sample in the F-X curve is highlighted with the red arrow. The dotted red region shows the entire contact region 

during the cantilever approach, and the force vs indentation for this contact region is shown in the inset. (b) A 50 nm 

indentation is considered for fitting (see inset), and the hertz fitting model (red) and the 50 nm indentation data (black 

circle) are shown here.  
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APPENDIX 5 

Additional Experimental Data used in the chapter 3 

 

 

Figure A5.1: Conductance of micropore devices of diameter 8.8 μm and 10.0 μm is plotted with the solution 

conductivity. Solid lines are linear fit to data supporting equation (3.1).  

 

 

 

Figure A5.2: (a) Representative electrical events corresponding to beads of diameter 3.0 μm translocating 

through micropore diameters of 10.0 μm, 8.8 μm, 6.9 μm, 5.6 μm, 4.6 μm and 4.3 μm, respectively. (b) ΔG 

measured from collecting 1000s of events (as shown in a) is plotted against the micropore diameter (N ≥ 3 

datasets). 
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Figure A5.3: (a) Scatter plot (ΔG Vs Δt) for N = 570  events of 4.3 μm beads translocating through the 6.9 

μm micropore. Histograms of ΔG and Δt along with Gaussian and Lognormal fitted functions are also shown 

along the right and top axes respectively. (b) Mean dwell times of events Δt measured for different bead 

diameters (N > 3 datasets for each bead diameter) translocating through a 10.0, 8.8, and 6.9 μm micropore 

devices is plotted against the ratio of bead to micropore diameter. 
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Figure A5.4 Quantitative detection of populations in a mixed sample. (a) SEM image of the three mixed 

beads. White arrows show an example of the three different bead diameters. (b) ΔG histogram with multi-

Gaussian fit functions for a mixture of beads of 2.0 ± 0.04 μm, 3.0 ±  0.1 μm, and 4.0 ± 0.1 μm diameter. 

Beads were mixed in a number ratio of 4:5:1 and measured through a 6.5 μm micropore. 𝛥G histograms 

showed three distinct peaks measured as 10.03 nS, 42.53 nS, and 115 nS respectively. A total of 1601, 1926, 

and 413 events were detected in these peaks and were attributed to 2.0 μm, 3.0 μm, and 4.0 μm beads 

respectively (total 3940 events). (c) ΔG and 𝛥t scatter plot for the mixed beads data. Three different 

populations can be easily seen in this plot and are marked with dotted circles for clarity. 
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Figure A5.5: Image library of micropores used for model cells (beads) measurements to understand the 

detection concept of our micropore device. The scale bar is common to all images and represents a length 

of 50 μm. 
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Figure A5.6: Image library of micropores used in device characterization, quantitative population 

detection, and RBC volume measurements. The scale bar is common to all images and represents a length 

of 50 μm. 

 

 

Bead size 

(µm) 

ΔG (nS) # Events Manufacturer’s 

data 

(# × 𝟏𝟎𝟑/µl) 

2.0 10.35  1601 1.08 

3.0 44.7 1926  1.35 

4.0 120.23 413 0.27 

Ratio 
 

3.9:4.7:1 4:5:1 

 

Table A5.1 | Quantification of mixed bead data. Quantitative measurement of a mixed sample containing 

beads of three different diameters, 2.0, 3.0, and 4.0 µm (in number ratio of 4:5:1) as shown in Figure A5.4. 

Of the total events recorded, the number of events assigned to each bead size is shown in column 3.  
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Pore Diameter (µm) ΔG4.0 µm (nS) ΔG4.3 µm (nS) Vol4.0 µm (fL) 

6.5 115.03 ± 1.13 163.95 ± 3.35 29.22 ± 0.88 

6.9 94.72 ± 2.73 128.14 ± 3.21 30.79 ± 1.66 

8.8 83.98 ± 4.38 99.04 ± 5.40 35.32 ± 3.77 

10.0 69.17 ± 2.34 81.98 ± 2.60 35.14 ± 3.19 

Mean (fL) 32.62 ± 2.67 

 

Table A5.2 | Quantifying model cell volumes for Fig. 3.2b. Bead with diameter 4.3 ± 0.13 µm and volume 

41.65 ± 3.78 fL is used as the calibration particle to estimate the volume of 4.0 ± 0.1 µm bead in micropores 

of diameter 6.5, 6.9, 8.8 and 10.0 µm using equation (3.5). The mean volume measured is reasonably close 

to the volume estimated (33.52 ± 2.51 fL) from the manufacturer’s data. 
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Pore Diameter (μm) Pore Conductance (nS) Beads Measured (μm) Leff (μm) 

10 3434.6 3.0, 4.0, 4.3, 6.0, 8.8 24.12 

8.8 2999.1 3.0, 4.0, 4.3, 4.98, 6.0, 7.06 24.93 

6.9 2509.4 3.0, 4.0, 4.3, 6.0 20.75 

6.5 2261.7 3.0, 4.0, 4.3, 6.0 20.43 

6.2 2087.6 2.0, 2.8, 3.0, 4.0, 4.3 17.75 

5.6 1397.8 2.0, 2.8, 3.0, 4.0 16.89 

4.6 1327.8 2.0, 2.8, 3.0, 4.0 12.50 

4.3 1124.1 2.0, 2.8, 3.0 12.26 

3 904.8 1.0, 1.9, 2.0, 2.1 11.89 

 

Table A5.3 | List of Leff values for different pores used in Chapter 3. Columns 1 & 2 list all the different 

micropores along with their open pore conductance values used in this study. Column 3 lists different model 

cell diameters measured as plotted in Figure 4C. Column 4 shows the estimated Leff using equation (3.3). 
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ΔG (nS) 

    DBead 

 DPore 1.0 µm 1.9 µm 2.0 µm 2.1 µm 2.8 µm 3.0 µm 4.0 µm 4.3 µm 4.98 µm 6.0 µm 7.03 µm 8.0 µm 

3 µm 

7.93 ± 

0.43 

39.18 ± 

1.88 

46.82 ± 

2.46 

58.21 ± 

2.7 - - - - - - - - 

4.3 µm - - 

32.33 ± 

1.60 - 

84.54 ± 

6.78 

170.38 ± 

12.38 - - - - - - 

4.6 µm - - 

23.90 ± 

0.52 - 

68.54 ± 

2.60 

106.97 ± 

3.07 

353.12 ± 

4.81 - - - - - 

5.6 µm - - 

15.64 ± 

0.56 - 

46.57 ± 

4.07 

61.95 ± 

2.04 

188.53 ± 

26.87 - - - - - 

6.2 µm - - 

17.76 ± 

0.27 - 

39.53 ± 

0.91 

58.85 ± 

0.97 

163.44 ± 

7.20 

204.93 

± 37.67 - - - - 

6.5 µm - - - - - 

50.29 ± 

2.81 

115.03 ± 

1.13 

163.95 

± 3.35 - 

406.44 ± 

27.62 - - 

6.9 µm - - - - - 

42.99 ± 

0.36 

94.72 ± 

2.73 

128.14 

± 3.21 - 

410.83 ± 

12.0 - - 

8.8 µm - - - - - 

34.49 ± 

2.21 

83.98 ± 

4.38 

99.04 ± 

5.40 

129.37 ± 

6.05 

273.74 ± 

29.57 

457.14 ± 

14.9 - 

10 µm - - - - - 

30.33 ± 

2.75 

69.17 ± 

2.34 

81.98 ± 

2.60 - 

248.27 ± 

22.97 - 

721.52 

± 43.83 

 

Table A5.4: Summary of mean ΔG values (N ≥ 3) for all the model cells (beads) measured using the 9 

different micropore devices.  
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APPENDIX 6 

Additional experimental data used in the chapter 4 

 

S.no Item Description Quantity Price/pc (INR) Price (INR) 

1 IC AD820 1 475 475 

2 Electrical Resistors 1 
11.12(1 MΩ) 

2.80 (10 MΩ) 

11.12(1 MΩ) 

2.80 (10 MΩ) 

3 Ceramic Capacitors 1 64 64 

4 DB9 Connector Cable 1 362 362 

5 DB9 Adaptor 1 144 144 

6 LED 1 9 9 

7 Aluminium Enclosure 1 899 899 

8 Female BNCs 2 94 188 

9 Crocodile Clips 2 55 110 

10 Breadboard 1 275 275 

11 DC Batteries 2 259 518 

12 Connecting wires 5 meters 35 35 

13 ON/OFF DPST toggle switch 1 304 304 

TOTAL 3394 

 

Table A6.1: Total Expenditure. The table shows the items used to make the amplifier, the quantity required, 

and the respective price to buy the items. Our total cost of INR 3394 (about USD 50) is about 100 times 

lower than the commercial amplifiers. 
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Amplifier Type 

(Commercial or Lab) 

Legend 
RF 

(MΩ) 

Range 

(nA) 

Measured RMS 

Noise @ 1 kHz (pA) 

Bandwidth 

(kHz) 

Lab Amp L1A 1 ±10000 193 ± 3 31.6 

Lab Amp L1B 1 ±10000 185 ± 4 30.1 

Commercial Amp-1 D001-1 1 ±10000 159 ± 3 10 

Lab Amp L10A 10 ±1000 79 ± 5 9.5 

Lab Amp L10B 10 ±1000 82 ± 5 9.6 

Commercial Amp-2 D01-10 10 ±1000 27.3 ± 0.5 10 

Commercial Amp-3 AM10 10 ±1000 39 ± 3 10 

 

Table A6.2: Summary of the comparison between all the amplifiers. Column 1 is the type of amplifier used 

(commercial or lab) with the respective legend code in column 2. The values in Column-3, 4, 5, and 6 are 

feedback resistor (RF), the range of measurable current range (at ± 10 volts VCC), RMS noise in the measured 

current for a 500 kΩ electrical resistor at 1 kHz software filter and the bandwidth of the amplifier 

respectively. 
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Filter Frequency L1A L1B D001-1 L10A L10B D01-10 AM10 

Unfiltered 1372 ± 7 1119 ± 8 1191 ± 6 177 ± 2 175 ± 2 121.2 ± 0.3 63 ± 2 

50 kHz 1372 ± 7 1120 ± 8 1190± 6 177 ± 2 175 ± 2 121.3 ± 0.3 63 ± 2 

30 kHz 1009 ± 5 858 ± 7 928 ± 5 155 ± 3 157 ± 2 96.4 ± 0.3 59 ± 2 

20 kHz 837 ± 5 717 ± 6 779 ± 4 144 ± 3 146 ± 3 81.9 ± 0.2 55 ± 2 

10 kHz 637 ± 5 531 ± 5 564 ± 4 126 ± 3 129 ± 3 61.8 ± 0.2 50 ± 2 

5 kHz 461 ± 4 383 ± 4 385 ± 3 109 ± 4 112 ± 3 45.9 ± 0.3 47 ± 3 

1 kHz 193 ± 3 185 ± 4 159 ± 3 79 ± 5 82 ± 5 27.4 ± 0.5 39 ± 3 

 

Table A6.3: RMS Noise values of different amplifiers with a 500 kΩ load resistor: The table shows the 

RMS noise values (pA) in current measurements for L1, L10 series lab amplifiers and D001-1, D01-10, and 

AM10 commercial amplifiers at 1, 5, 10, 20, 30, 50 kHz filtered and unfiltered frequency. The current 

measurements were made at ± 300 mV with a 500 kΩ load resistor (RP).  
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Filter Frequency L1A L1B D001-1 L10A L10B D01-10 AM10 

unfiltered 1320 ± 10 1102 ± 9 1180 ± 7 141 ± 1 126 ± 2 122.2 ± 0.5 50.2 ± 0.8 

50 kHz 1318 ± 9 1102 ± 9 1181 ± 7 141 ± 1 126 ± 2 122.2 ± 0.5 50.2 ± 0.8 

30 kHz 969 ± 8 842 ± 7 919 ± 6 116 ± 1 106 ± 2 96.6 ± 0.4 44.7 ± 0.9 

20 kHz 803 ± 7 702 ± 6 771 ± 5 102 ± 1 95 ± 2 82.1 ± 0.4 39 ± 1 

10 kHz 608 ± 6 516 ± 5 559 ± 4 84 ± 1 80 ± 2 61.7 ± 0.3 32 ± 1 

5 kHz 436 ± 4 370 ± 4 381 ± 3 68 ± 2 67 ± 2 45.5 ± 0.4 29 ± 1 

1 kHz 181 ± 4 173 ± 4 159 ± 3 45 ± 2 46 ± 3 26.8 ± 0.6 22 ± 2 

 

Table A6.4: RMS Noise values of different amplifiers with a 1 MΩ load resistor: The table shows the RMS 

noise values (pA) in current measurements for L1, L10 series lab amplifiers and D001-1, D01-10, and AM10 

commercial amplifiers at 1, 5, 10, 20, 30, 50 kHz filtered and unfiltered frequency. The current 

measurements were made at ± 300 mV with a 1 MΩ load resistor (RP). 

 

 

Figure A6.1: Optical Image library of micropores used in this paper. The scale bar (30 μm) is common to 

all images. 
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Figure A6.2: Schematic of the micropore setup. A glass micropore is mounted in the fluid chamber 

containing the suspension buffer and sample. The syringe pump is connected to the glass capillary to create 

a stable fluid flow to translocate the sample through the micropore. The translocation current signals are 

acquired using two Ag/AgCl electrodes, one immersed into the buffer in the fluid chamber and other inserted 

in the tubing. These electrodes are connected with the lab amplifier, which is controlled using a custom 

made LabVIEW code. The entire micropore device unit is mounted on a glass slide.  
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Figure A6.3: Effect of Filter frequency on ΔG values (a) Plot of ΔG values for 4.98 µm beads translocating 

through an 8.3 µm micropore data measured at 100 kHz (using commercial Axopatch 200B amplifier, flow 

velocity 500 nL/min) and digitally filtered at different filter frequencies. (b) ΔT histogram of 2.1 µm beads 

translocating through a 3.0 µm micropore data with mean translocation times of 0.67 milliseconds. A solid 

line is a log-normal fit to the distribution.  
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Figure A6.4: Demonstration of constant ΔG with changing ethanol concentration. (a) Absolute 

conductivity of phosphate saline buffer with different ethanol concentrations. (b) Bar plot of ΔG values for 

4.0 µm beads translocating through a 6.1 µm micropore device with different ethanol concentrations in the 

suspension buffer. (c) and (d) Bar plot of ΔG values for 1.9 and 2.1 µm beads translocating through a 3.0 

µm micropore device with different ethanol concentrations in the suspension buffer respectively. 
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APPENDIX 7 

Additional experimental data used in the chapter 5 

 

Pore Diameter Pore Length 

(D>2*Dp) 

Slope 

(1.15 ± 0.12) 

Intercept(Free) Ratio 

(Lp/Dp) 

3.0 µm 136 µm 0.92 ± 0.08 0.97 ± 0.44  45.3 

3.2 µm 117 µm 1.17 ± 0.12 0.1 ± 0.7 36.6 

3.6 µm 156 µm 1.3 ± 0.13 0 ± 0.7 43.3 

3.8 µm 184 µm 1.17 ± 0.10 1.9 ± 0.5 48.4 

3.9 µm 193 µm 1.17 ± 0.06 1.95 ± 0.27 49.5 

 

Table A7.1: Mapping RBCs elasticity with the micropore Δt measurements. This Table shows the linear 

dependence of the micropore Δt measurements with the elasticity of RBCs measured with the AFM. The 

average of the slope from multiples pore is 1.15 ± 0.12.  
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Fit Distance 

(nm) 

Fitting R2 Value 

Native 0.25 µM 0.50 µM 0.75 µM 1.00 µM 

25 0.97 0.91 0.95 0.92 0.96 

50 0.99 0.98 0.98 0.98 0.97 

75 0.99 0.98 0.99 0.99 0.99 

100 0.99 0.99 0.94 0.97 0.99 

 

Table A7.2: Fitting R2 Values for AFM force-distance curves. This Table shows the Fitting R2 values for 

the AFM force-distance curves fitted to 25, 50, 75, and 100 nm distance for RBCs treated with different Lat-

A concentrations. 

 

Flow Rate (nL/min) Slope (b) Intercept(a) 

500 1.18 ± 0.07 1.82 ± 0.4 

750 1.75 ± 0.34 1.44 ± 1.26 

1000 2.11 ± 0.41 1.70 ± 1.20 

1250 2.64 ± 0.55 1.45 ± 1.33 

1500 3.25 ± 0.65 1.34 ± 1.31 

 

Table A7.3: Mapping RBCs elasticity with the micropore Δt measurements at different flow rates. This 

Table shows the fit parameters for the linear relationship between the elasticity of RBCs treated with 

different Lat-A concentrations with the constricted Δt measurements at different flow-rates using a 3.8 µm 

micropore device. 
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DOE 

Constricted FF 

Sample 
ΔG ± Err 

(Constricted) 

ΔG ± 

Err 

(Free 

Flight) 

MCV 
Δt ± Err 

(Constricted) 

Gel Electrophoresis Test (HPLC) 

D
p
 

(µm) 

L
p
 

(µm) 

D
p
 

(µm) 
HbS HbA HbA2 HbF 

31/08/23 4.6 165 7.2 

Control-1 18.4 ± 0.8 51.6 ± 4.1 90.3  4.0 ± 0.1  0 95 2.9 0.3  

SCD Trait 

(P1) 
22.5 ± 0.4 81.6 ± 3.4 102.2 15.1 ± 0.9 20.8 36 11.7 2.7 

SCD (P2) 12.4 ± 0.1 42.7 ± 0.5 59.9 9.6 ± 1.7 81 2 4.7 12 

Control-2 19.3 ± 0.9 49.0 ± 1.8  90.3 4.3 ± 0.3  0 95 2.9 0.3  

07/09/23 4.3 182 8.7 

Control-1 21.4 ± 0.2 67.2 ± 3.9 90.3 7.2 ± 2.4  0 95 2.9 0.3  

SCD (P3) 18.9 ± 0.5 64.5 ± 0.7 80.8 11.7 ± 0.9  76.3 1.9 2.7 18.3  

SCD (P4) 12.3 ± 0.3 48.2 ± 2.1  NA 13.5 ± 0.9 NA  NA  NA  NA  

Control-2 22.8 ± 0.3 61.4 ± 0.8 90.3 7.0 ± 0.7  0 95 2.9 0.3  

11/9/2023 4.4 185 7.3 

Control-1 15.1 ± 0.9 54.6 ± 4.2  90.3 5.9 ± 1.3  0 95 2.9 0.3  

SCD (P5) 16.5 ± 0.3 59.9 ± 1.4 90.6 16.1 ± 0.6 76 - 2 19.5 

SCD (P6) 17.2 ± 0.2 63.2 ± 4.3  NA 10.2 ± 1.1 73 3.3 3.1 21.5 

Control-2 14.5 ± 0.1 51.7 ± 1.4  90.3 5.5 ± 0.5  0 95 2.9 0.3  

14/09/23 4.3 187 7.3 

Control-1 16.1 ± 0.4 NA  90.3 7.4 ± 1.6  0 95 2.9 0.3  

SCD (P7) 11.9 ± 0.3 47.1 ± 2.2 80.3 11.8 ± 1.5 76 3.7 5.3 13.1 

SCD Trait 

(P8) 
11.1 ± 0.1 43.2± 0.7 68.6 8.8 ± 0.5 26 69 3.2 1.5 

Control-2 15.8 ± 0.6 54.6 ± 4.2  90.3 7.8 ± 0.5  0 95 2.9 0.3  

05/10/23 4.4 143 8.6 

Control-1 17.6 ± 2.1 55.9 ± 2.1 89.9 5.4 ± 0.6  0 95 2.9 0.3  

SCD (P9) 15.9 ± 0.5 56.8 ± 2.4 88.2 8.0 ± 0.5 78.6 2.3 3.7 14.7 

Control-2 16.8 ± 0.3 NA 89.9 5.5 ± 0.5  0 95 2.9 0.3  

12/10/23 3.8 144 8.1 

SCD (P10) 18.9 ± 0.6 56.4  ±  1.5 96.6 13.0 ± 2.4 79.3 2.7 2.4 15.6 

Control 16.7 ± 0.3 77.1 ± 3.4 90.2 8.0 ± 0.7 0 95 2.9 0.3 

 

Table A7.4: Summary of SCD patient data. In this table, we show the summary of electrofluidic (both free 

flight and constricted) and pathology (HPLC) data collected for healthy donor and SCD patients used in 

this study. 
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S.No Sample Erelative Err HbS 

1 Patient-1 1.05 0.17 20.8 

2 Patient-2 3.09 0.63 81 

3 Donor-1 1.00 0.16 0 

4 Patient-3 1.84 0.19 76.3 

5 Patient-4 4.24 0.72 - 

6 Donor-1 1.00 0.24 0 

7 Patient-5 2.35 0.22 76 

8 Patient-6 1.31 0.35 73 

9 Donor-1 1.00 0.27 0 

10 Patient-7 2.15 0.51 76 

11 Patient-8 1.97 0.19 26 

12 Donor-1 1.00 0.25 0 

13 Patient-9 1.41 0.24 78.6 

14 Donor-1 1.00 0.17 0 

15 Patient-10 3.41 0.85 79.3 

16 Donor-1 1.00 0.19 0 

 

Table A7.5: Relative elasticity of SCD patients estimated using the empirical equation 6. This Table shows 

the relative elasticity of a sickle cell anemia patient’s RBCs compared with a healthy donor’s RBC and the 

HBS% values from both the donor and patient’s HPLC reports. 
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Figure A7.1: Steps involved in forging a micropore from a glass capillary: (a) The image of the glass 

capillary pulled using the Shutter Puller instrument is shown here. (b-g) Images of a ‘V’ shaped filament 

and the steps involved in forging a free-flight micropore are shown. (h-n) Images of an omega-shaped (Ω) 

filament and the steps involved in forging a constricted micropore are shown. Note that these images are 

not to be scaled. 
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Figure A7.2 Image library of constricted micropores: We show the microscopic images of the constricted 

micropores used for the Lat-A study of the RBCs. The scale bar is 50 µm. 
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Figure A7.3 Image library of constricted micropores: We show the microscopic images of the constricted 

micropores used for the SCD Patient study. The scale bar is 50 µm. 

 

 

 

 



 
184 

 

Figure A7.4 Image library of free-flight micropores: We show the microscopic images of the free-flight 

micropores used for the SCD Patient study. The scale bar is 50 µm. 
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Figure A7.5 AFM Sample Fluid Cell: A 100 µL circular fluid cell made of silicone glue on a glass slide for 

AFM sample preparation. 
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Figure A7.6 Effect of incubation temperature on translocation experiment: (a) The constricted Δt 

measured using a 4.1 µm micropore device for RBCs incubated at 4 °C and room temperature for different 

amount of time is shown. (b) The free flight ΔG were measured for the same aliquots, with same incubation 

conditions using an 8.8 µm micropore device. RT, LT and LT_RT in x axis represents the samples taken from 

aliquot incubated at room temperature, low temperature (4 oC) and low temperature aliquot sample taken 

out of the fridge and incubated at room temperature respectively 

 

The incubation temperature affects the stiffness of RBCs [REF], hence to establish a relevant 

temperature condition for our stiffness estimation experiments we draw blood from a healthy donor and 

make two aliquots of it, kept one of them at room temperature, and store the other one at 4 oC. We then 

simultaneously perform the free flight and constricted translocation experiments on samples from both these 

aliquots using 8.8 and 4.1 µm micropores respectively. In Figure A7.6a and A7.6b, we show the Δt and ΔG 

bar plots respectively. In Figure A7.6, the RT, LT, and LT_RT in the x-axis represent the samples taken 

from the aliquot incubated at room temperature, low temperature (4 oC), and low-temperature aliquot 

samples taken out of the fridge and incubated at room temperature respectively. The numbers written in 

orange, blue, and red are the time duration of the sample incubated after blood was drawn from the healthy 

donor, incubated at 4 oC, and the sample was taken out of the fridge after incubating it for almost 150 minutes 

respectively. The ΔG bar plots in Figure A7.6b show that temperature has very little effect on the physiology 

of RBCs. Whereas the Δt bar plots in Figure A7.6a emphasize that the stiffness of RBCs when incubated at 

room temperature does not change, but when incubated at 4 oC it increases. We can also see that the LT_RT-

1 and LT_RT-2 bars start to decrease, showcasing that when RBCs are brought back to room temperature, 

they start to get back to their original stiffness. Based on the understanding from this temperature experiment, 

we have performed all the experiments by incubating RBCs at room temperature. 
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Figure A7.7 Effect of Amplifier Bandwidth on TL Data: (a) and (b) shows the bar plot of constricted ΔG 

and Δt through a 4.2 µm micropore device respectively done on AM System (40 kHz), AM System (10 kHz) 

and Dagan (10 kHz) amplifiers. (c) and (d) shows the ΔG and Δt histograms with Gaussian fittings 

respectively, for different amplifiers. 

 

Note that, we are using two amplifiers in this study; AM system 2400 and Dagan Chem-Clamp. This 

was necessary as the in-hospital free flight and constricted experiments on SCD patient samples were 

performed side-by-side simultaneously (See Figure A7.15 for in-hospital setup). To make sure the choice of 

amplifier and its bandwidth will not affect the translocation data we, used a long constricted micropore of 

4.2 µm diameter for translocating RBCs from a healthy donor using the AM system with 40 and 10 kHz 

bandwidth and Dagan Chem-Clamp with 10 kHz Bandwidth. The ΔG and Δt bar plots and histograms shown 

in Figure A7.7 establish that the choice of amplifier and its bandwidth does not affect the translocation data. 

  



 
188 

 

 

Figure A7.8 Image library of bright field image of RBCs used for AFM force spectroscopy measurements. 

A microscopic image of the same cell (marked with red arrow) treated with different concentration of Lat-

A and probed with the spherical cantilever (pointed with red arrow) is shown here. A 60X objective was 

used for the images. 

 

Figure A7.9 Schematic of AFM force-indentation experiment. a A spherical cantilever indenting a soft 

sample. Here the cantilever’s piezo position (z), deflection of the cantilever (d), and the indentation into the 

sample (x) are also shown. b Schematic of the force-indentation curve is shown. 
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Figure A7.10 Effect of Lat-A on the constricted and free-flight ΔG of RBCs: (a) ΔG for RBCs treated with 

different concentrations of Lat-A measured using 3.0, 3.2, 3.6, 3.8, and 3.9 µm constricted micropores is 

shown here.  (b) An 8.5 µm free-flight micropore is used to see any change in the size of RBCs when treated 

with different concentrations of Lat-A. The inset shows the microscopic image of the micropore used for this 

experiment. 
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Figure A7. 11 Effect of flow rate on the Δt values of RBCs treated with different concentrations of Lat-

A. (a) Constricted Δt for RBCs treated with different concentrations of RBCs translocating through a 3.8 

µm micropore device at 500 (blue), 750 (black), 1000 (green), 1250 (cyan), and 1500 (red) nL/min constant 

fluid flow is shown here. (b) The normalized Δt values for different flow rates are plotted here. Note that the 

overlapping values of the normalized data imply that although the Δt values are decreasing with an increase 

in the fluid flow rates, but the effective stiffness changes inherited due the different concentrations of Lat-A 

remains same at all flow rates.(c) The linear relationship between the elasticity of RBCs treated with 

different Lat-A concentrations with the constricted Δt measurements is shown. (d) The slope of the linear 

relationship between elasticity and Δt for different constant fluid flow values is shown here. 
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Figure A7.12 Δt histogram with the Gaussian fit for RBCs treated with different concentrations of Lat-A 

at different fluid flow. In (a), (b), (c), (d) and (e) we show the histogram of constricted Δt measured for 

RBCs treated with different concentration of Lat-A translocating through a 3.8 µm micropore decice with 

500 (blue), 750 (black), 1000 (green), 1250 (cyan) and 1500 (red) nL/min constant fluid flows. Note that all 

the histograms are Gaussian fitted. 

 

 

 

 

Figure A7.13 Effect of Lat-A on RBCs from different donors. (a) Dwell time (Δt) measurements taken on 

a 4.3 µm micropore device for RBCs different donors treated with different concentrations of Lat-A is shown 

here. (b) The normalised Δt measurements show that the Lat-A softens the RBCs similarly, irrespective of 

the donor. 
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Figure A7.14 Effect of sample size on the translocation experiment: (a) The constricted Δt is measured for 

different donors using a 4.3 µm micropore device (b) The free flight ΔG is measured for different donors 

using an 8.0 µm micropore device. Note that the ΔG of free flight corresponds to the size of the cell, and 

assuming that the RBCs from all the healthy donors have same elasticity the constricted Δt values follows 

the same trend as the free flight ΔG values, implying that the Δt measurements are dependent on the size of 

the cells. 
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Figure A7.15 Hospital Setup: A mobile camera image of the Electrofluidic setup installed at St. Johns 

Medical Hospital is shown here. The free-flight and constricted-flight setups with their respective syringe 

pump, amplifiers, electrofluidic device mount and data acquisition system are highlighted in red dotted 

ovals. 

  



 
194 

 

 

Figure A7.16 Image library of Red blood cells acquired from healthy donors and SCD patients. 

Microscopic images of red blood cells taken under a bright-field microscope with either 60X or 100X 

objective, for samples acquired from healthy and SCD patients. 
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Figure A7.17 Translocation data for sickle cell anemia patient-1 and patient-2. (a), (b) and (e) show Δt 

bar-plot, Δt histogram, and Δt vs ΔG scatter plot of RBCs detected using a 4.6 µm constricted micropore for 

samples taken from a healthy donor and patients respectively. (c) and (f) are microscopic images of a 

constricted (4.6 µm) and a free flight (7.2 µm) micropore used here. (d) ΔG histogram of RBCs detected 

using a 7.2 µm free flight micropore for samples taken from a healthy donor and patients. 
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Figure A7.18 Translocation data for sickle cell anemia patient-3 and patient-4. (a), (b) and (e) show Δt 

bar-plot, Δt histogram, and Δt vs ΔG scatter plot of RBCs detected using a 4.3 µm constricted micropore for 

samples taken from a healthy donor and patients respectively. (c) and (f) are microscopic images of a 

constricted (4.3 µm) and a free flight (8.7 µm) micropore used here. (d) ΔG histogram of RBCs detected 

using a 8.7 µm free flight micropore for samples taken from a healthy donor and patients. 
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Figure A7.19 Translocation data for sickle cell anemia patient-5 and patient-6. (a), (b) and (e) show Δt 

bar-plot, Δt histogram, and ΔG vs Δt scatter plot of RBCs detected using a 4.4 µm constricted micropore for 

samples taken from a healthy donor and patients respectively. (c) and (f) are microscopic images of a 

constricted (4.4 µm) and a free flight (7.3 µm) micropore used here. (d) ΔG histogram of RBCs detected 

using a 7.3 µm free flight micropore for samples taken from a healthy donor and patients. 
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Figure A7.20 Translocation data for sickle cell anemia patient-7 and patient-8. (a), (b) and (e) show Δt 

bar-plot, Δt histogram, and ΔG vs Δt scatter plot of RBCs detected using a 4.4 µm constricted micropore for 

samples taken from a healthy donor and patients respectively. (c) and (f) are microscopic images of a 

constricted (4.4 µm) and a free flight (7.3 µm) micropore used here. (d) ΔG histogram of RBCs detected 

using a 7.3 µm free flight micropore for samples taken from a healthy donor and patients. 
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Figure A7.21 Translocation data for sickle cell anemia patient-9. (a), (b) and (e) show Δt bar-plot, Δt 

histogram, and ΔG vs Δt scatter plot of RBCs detected using a 4.4 µm constricted micropore for samples 

taken from a healthy donor and patients respectively. (c) and (f) are microscopic images of a constricted 

(4.4 µm) and a free flight (8.6 µm) micropore used here. (d) ΔG histogram of RBCs detected using a 8.6 µm 

free flight micropore for samples taken from a healthy donor and patients. 
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Figure A7.22 Translocation data for sickle cell anemia patient-10. (a), (b) and (e) show Δt bar-plot, Δt 

histogram, and ΔG vs Δt scatter plot of RBCs detected using a 3.8 µm constricted micropore for samples 

taken from a healthy donor and patients respectively. (c) and (f) are microscopic images of a constricted 

(3.8 µm) and a free flight (8.1 µm) micropore used here. (d) ΔG histogram of RBCs detected using a 8.1 µm 

free flight micropore for samples taken from a healthy donor and patients. 

 

 

Figure A7.23 Summary of Δt values of the constricted micropore data acquired for healthy donors and 

SCD patients. (a) and (b) Shows The bar plot of the Δt values and normalized Δt values acquired in the 

constricted micropore translocation experiments performed on samples acquired from healthy donors and 

SCD patients normalized w.r.t. the healthy donor’s data respectively. 
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APPENDIX 8 

MATLAB Codes and Igor Scripts 

 

A8.1 MATLAB code for analyzing the AFM force spectroscopy data 

clear 

clc 

k=0.032793;   %Spring Constant of the Cantilever (N/m)  

R=4.5*10^3;     %R converted to nm 

  

Str_Raw='Cell*Raw.txt'; 

Str_ZSnsr='Cell*ZSnsr.txt'; 

Str_Defl='Cell*Defl.txt'; 

  

File_Raw=dir(Str_Raw); 

File_ZSnsr=dir(Str_ZSnsr); 

File_Defl=dir(Str_Defl); 

  

%% 

for g=1:1:length(File_Raw) 

    try 

    Raw=[];     Raw=importdata(File_Raw(g).name)*10^9;      % Raw=data(:,1)*10^9; 

    Def=[];     Def=importdata(File_Defl(g).name)*10^9;     % Def=data(:,2)*10^9; 

    Zsens=[];   Zsens=importdata(File_ZSnsr(g).name)*10^9;  % Zsens=data(:,3)*10^9; 

    Fit_D=File_Raw(g).name(6:8); 

    Fit_D1=Fit_D; 

    if(Fit_D(3)=='n') 

        Fit_D(3)=[]; 

        Fit_D1=['0',Fit_D]; 

    end 
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    R2(g,1)=0; 

    R2(g,2)=0; 

    R2(g,3)=0; 

    R2(g,4)= 0; 

    Fit_D1='50nm'; 

    In_Check=str2num(Fit_D);   

    qRange=6; 

    Ind=Zsens-Def; 

    F=Def*k; 

     plot(Ind,F) 

%====================================================================

====== 

%% Isolating just the Trace Part 

    DefT=Def(1:find(Def==max(Def))); 

    TraceZsens=Zsens(1:find(Def==max(Def))); 

    TraceInd=(TraceZsens-DefT); 

    TraceF=DefT*k; 

%====================================================================

======  

%% Offsetting to Zero Position 

    FT=(TraceF-mean(TraceF(1:floor(length(TraceF)/3)))); 

    IndT=(TraceInd-mean(TraceInd(1:floor(length(TraceInd)/3)))); 

    ZsensT=(TraceZsens-mean(TraceZsens(1:floor(length(TraceZsens)/3)))); 

%====================================================================

====== 

%% Finding the Contact point 

XZ=ZsensT; 

TD=Def(1:length(XZ)); 

%% Finding Slope of the F vs X (Def vs Zsens) at each Point 

for j=1:1:length(DefT)-8 

         x=XZ(j:j+7); 
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         y=TD(j:j+7); 

%          plot(x,y); 

         temp= polyfit (x, y, 1); 

         slope(j)=temp(1); 

end 

slope_O=slope; 

Xslope=IndT(1:length(IndT)-8);       

plot(Xslope,slope) 

%% Finding the Cutoff point between Contact and Non-Contact region 

    sig=3; 

    Sloperun=movmean(slope,10);         %Running Average of the slope 

    Slope3mean=mean(Sloperun(1:floor(length(Sloperun)/3))); 

    Slope3SD=std(FT(1:floor(length(Sloperun)/3))); 

    Slope_Threshold=Slope3mean+sig*Slope3SD; 

    CP=find(FT<Slope_Threshold); 

     

    C_Point=CP(length(CP));         %Contact Point 

     

    plot(Xslope,slope);hold on;plot(Xslope,Sloperun) 

    figure; 

    plot(Sloperun,'o');hold on; 

    plot([C_Point C_Point],[min(Sloperun) max(Sloperun)],'k','LineWidth',2); 

    E_Point=find(IndT==max(IndT)); 

%     figure; 

%     plot(IndT,FTrun,'o');hold on; 

%     plot([IndT(C_Point) IndT(C_Point)],[min(FT) max(FT)],'k','LineWidth',2); 

%  

%     plot(IndT,FT); 

%     hold on 

%     plot(IndT(C_Point),FT(C_Point),'ok'); 

%     plot(IndT(E_Point),FT(E_Point),'sk'); 
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    F_Fit=FT(C_Point:E_Point)-FT(C_Point); 

    Ind_Fit=IndT(C_Point:E_Point)-IndT(C_Point); 

    Zsens_Fit=ZsensT(C_Point:E_Point)-ZsensT(C_Point); 

    plot(Ind_Fit,F_Fit); 

    qMax=Ind_Fit(length(Ind_Fit)); 

%% Fixing the Indentation Distance  

%  for q=1:1:4 

    q=2; 

    Fit_Distance=25*(q); 

    if qMax<Fit_Distance 

        Fit_Distance=qMax; 

    end 

%% Offsetting the Contact point to the Origin 

    C_Ind=(Ind_Fit-min(Ind_Fit)); 

    C_Zsens=(Zsens_Fit-Zsens_Fit(1)); 

    C_F=(F_Fit-F_Fit(1)); 

    P_Fit=find(C_Ind>Fit_Distance); 

    if length(P_Fit)>0 

        P_Dist=P_Fit(1); 

        Fit_Ind=C_Ind(1:P_Dist); 

        Fit_F=C_F(1:P_Dist); 

    else 

         Fit_Ind=C_Ind; 

        Fit_F=C_F;; 

    end 

    figure 

    plot(C_Ind,C_F); 

    hold on 

    plot(C_Zsens,C_F); 

    legend('IndTrace','ZsensTrace') 

%% This part is if we want to use Spherical Ccantilever Fitting Function 



 
205 

xi=Fit_Ind(100); 

fittest=fittype (@(E,x) 4/3*((4.5*1000)^0.5)*E/(1-0.495^2)*x.^(1.5)); 

[fitted_curve] = fit(Fit_Ind,Fit_F,fittest,'StartPoint',xi) 

  

%% Parabolic Model  

    try                          

    EPa=Parabolic_Cantilever(Fit_Ind,Fit_F); %Calling the Fitting Fucntion 

    Confid=confint(EPa); 

    Elas_Parabola(g,q)=EPa.E*10^6; 

    Elas_ParabolaBackup(g,q)=Elas_Parabola(g,q);    

    EPaSD(g,q)=mean(abs(Confid-EPa.E))*10^6; 

    Trigger_Pa(g,q)=str2num(Fit_D); 

    FitDist_Pa(g,q)=Fit_Distance; 

    %% 

    close all; 

    catch 

    end 

     EPa50=EPa; 

     Fit_Ind50=Fit_Ind; 

     Fit_F50=Fit_F; 

     EP50=Elas_Parabola(g,q); 

     EPErr50=EPaSD(g,q); 

    F_O=Fit_F; 

    F_E=4/3*((4.5*1000)^0.5)*EPa.E/(1-0.495^2)*Fit_Ind.^(1.5); 

    Data1=[Fit_Ind,Fit_F]; 

    F1=sum(F_O);F2=sum(F_E); 

    F1F2=sum(F_O.*F_E); 

    F1Sq=sum(F_O.^2);F2Sq=sum(F_E.^2); 

    n=length(F_O); 

%% Calculating the R2 values for the fitting 

    R1=((n*F1F2)-(F1*F2))/sqrt((n*F1Sq-(F1^2))*(n*F2Sq-(F2^2))) 
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    R2(g,1)=R1^2; 

    R2(g,2)=Elas_Parabola(g,q); 

    R2(g,3)=Elas_Parabola(g,q); 

    R2(g,4)= EPaSD(g,q); 

  

    if (R2(g,1)<0.9)||(Elas_Parabola(g,q)<0) 

        R2(g,3)=0; 

    end 

% end 

%====================================================================

===== 

%% To Save the Graph at desired directory 

    h1=figure('units','normalized','outerposition',[0 0 0.5 0.75]); 

    hold on; 

    s=' '; 

    plot(Fit_Ind50,Fit_F50,'.k','MarkerSize',12) 

    plot(EPa50,'k'); 

    str2=['Trigger Distance:',s,Fit_D,s,' nm']; 

    str3=['Elasticity(50nm): ',s,num2str(EP50),s,char(177),s,num2str(EPErr50),s,'kPa']; 

    str4=['R^2 Value:',s,num2str(R2(g,1))]; 

    xlabel('Indentation (nm)');ylabel('Force (nN)'); 

    dim = [0.15 0.45 0.3 0.3]; 

    str={num2str(g),'Parabolic Model Fit:',str3,str4}; 

    annotation('textbox',dim,'String',str,'FitBoxToText','on'); 

    Dir=[cd,'\New folder\']; 

    FileName=[num2str(g),'_Trig_100',s,'nm.png']; 

    File=[Dir,FileName]; 

    saveas(h1,File,'png'); 

    end 

end 

saveas(R2,File,'.txt'); 
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A8.2 MATLAB function ‘'Parabolic_Cantilever’ used in the previous section 

 

function [fitresult, gof] = createFit(Xin_T, Fin_T) 

%CREATEFIT(XIN_T,FIN_T) 

%  Create a fit. 

%   

%  Data for 'Parabolic_Cantilever' fit: 

%      X Input : Xin_T 

%      Y Output: Fin_T 

%  Output: 

%      fitresult : a fit object representing the fit. 

%      gof : structure with goodness-of fit info. 

% 

%  See also FIT, CFIT, SFIT. 

   

  

%% Fit: 'Parabolic_Cantilever'. 

[xData, yData] = prepareCurveData( Xin_T, Fin_T ); 

  

% Set up fittype and options. 

ft = fittype( '4/3*((4.5*1000)^0.5)*E/(1-0.495^2)*x^(1.5)', 'independent', 'x', 'dependent', 'y' ); 

opts = fitoptions( 'Method', 'NonlinearLeastSquares' ); 

opts.Display = 'Off'; 

opts.Robust = 'Bisquare'; 

opts.StartPoint = 0.421761282626275; 

  

% Fit model to data. 

[fitresult, gof] = fit( xData, yData, ft, opts ); 

  

% Plot fit with data. 
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% figure( 'Name', 'Parabolic_Cantilever' ); 

figure 

h = plot( fitresult, xData, yData ); 

legend( h, 'Force  vs. Indentation', 'Parabolic_Cantilever', 'Location', 'NorthEast', 'Interpreter', 

'none' ); 

% Label axes 

xlabel( 'X (nm)', 'Interpreter', 'none' ); 

ylabel( 'Force (nN)', 'Interpreter', 'none' ); 

grid on 
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A8.3 Igor scripts to extract the AFM force spectroscopy data to be used in 

MATLAB  

#pragma rtGlobals=1  // Use modern global access method. 

#include <Multi-peak fitting 2.0> 

#include <InsertSubwindowInGraph> 

 

//==================================================================== 

macro Export_F_X_1Line() 

Variable Lnum,Pnum 

Lnum=10 //This has to be changed based on which Line is exported in the Data browser 

folder by clicking on the F-map pixels. 

Pnum=15 //This will be a fixed number for a particular F-map Matrix.  

Export_1Line(Lnum,Pnum) 

end 

//==================================================================== 

 

//==================================================================== 

macro Export_Fmap_All() 

Variable Lnum,Pnum 

Lnum=31 //This has to be changed based on which Line is exported in the Data browser 

folder by clicking on the F-map pixels. 

Pnum=31 //This will be a fixed number for a particular F-map Matrix.  

Export_All(Lnum,Pnum) 

end 

//==================================================================== 

 

//=================================================================== 

macro Export_FX_All() 

Variable Tot 
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Tot= 51//This has to be changed based on which Line is exported in the Data browser folder 

by clicking on the F-map pixels. 

Export_All_FX(Tot) 

end 

//================================================================== 

 

//==================================================================== 

Function Export_All_FX(Tot) 

 Variable Tot 

 String WaveRaw, WaveDefl, WaveZSnsr,UserPath 

 Variable i 

 for(i=Tot;i>=0;i-=1) 

  if (i<=9) 

   WaveRaw= "Image000"+num2str(i)+"Raw"  

   WaveDefl= "Image000"+num2str(i)+"Defl" 

   WaveZSnsr= "Image000"+num2str(i)+"ZSnsr" 

  elseif (i>=1000) 

   WaveRaw= "Image"+num2str(i)+"Raw"  

   WaveDefl= "Image"+num2str(i)+"Defl" 

   WaveZSnsr= "Image"+num2str(i)+"ZSnsr" 

  elseif (i>=100) 

   WaveRaw= "Image0"+num2str(i)+"Raw"  

   WaveDefl= "Image0"+num2str(i)+"Defl" 

   WaveZSnsr= "Image0"+num2str(i)+"ZSnsr" 

  elseif (i>=10) 

   WaveRaw= "Image00"+num2str(i)+"Raw" 

   WaveDefl= "Image00"+num2str(i)+"Defl" 

   WaveZSnsr= "Image00"+num2str(i)+"ZSnsr" 

  endif 

   

  print i 
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  Save/G/M="\n"/P=Test $WaveRaw as WaveRaw+".txt" 

  Save/G/M="\n"/P=Test $WaveDefl as WaveDefl+".txt" 

  Save/G/M="\n"/P=Test $WaveZSnsr as WaveZSnsr+".txt" 

  

 endfor 

end 

//=================================================================== 

 

//=================================================================== 

Function Export_1Line(Lnum,Pnum) 

 Variable Lnum, Pnum 

 String WaveRaw, WaveDefl, WaveZSnsr,UserPath 

 Variable i 

 for(i=Pnum;i>=0;i-=1) 

  if (Lnum<=9 && i<=9) 

   WaveRaw= 

"Line000"+num2str(Lnum)+"Point000"+num2str(i)+"Raw"  

   WaveDefl= 

"Line000"+num2str(Lnum)+"Point000"+num2str(i)+"Defl" 

   WaveZSnsr= 

"Line000"+num2str(Lnum)+"Point000"+num2str(i)+"ZSnsr" 

  elseif (Lnum<=9 && i>=10) 

   WaveRaw= 

"Line000"+num2str(Lnum)+"Point00"+num2str(i)+"Raw" 

   WaveDefl= 

"Line000"+num2str(Lnum)+"Point00"+num2str(i)+"Defl" 

   WaveZSnsr= 

"Line000"+num2str(Lnum)+"Point00"+num2str(i)+"ZSnsr" 

  elseif (Lnum>=10 && i<=9) 

   WaveRaw= 

"Line00"+num2str(Lnum)+"Point000"+num2str(i)+"Raw" 
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   WaveDefl= 

"Line00"+num2str(Lnum)+"Point000"+num2str(i)+"Defl" 

   WaveZSnsr= 

"Line00"+num2str(Lnum)+"Point000"+num2str(i)+"ZSnsr" 

  elseif (Lnum>=10 && i>=10) 

   WaveRaw= 

"Line00"+num2str(Lnum)+"Point00"+num2str(i)+"Raw" 

   WaveDefl= "Line00"+num2str(Lnum)+"Point00"+num2str(i)+"Defl" 

   WaveZSnsr= 

"Line00"+num2str(Lnum)+"Point00"+num2str(i)+"ZSnsr" 

  endif 

  Save/G/M="\r\n" /W/P=X20220114_Native $WaveRaw as WaveRaw+".txt" 

  Save/G/M="\r\n" /W/P=X20220114_Native $WaveDefl as WaveDefl+".txt" 

  Save/G/M="\r\n" /W/P=X20220114_Native $WaveZSnsr as 

WaveZSnsr+".txt" 

 endfor 

end 

//==================================================================== 
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A8.4 Igor scripts used for micropore data analysis 

 

#pragma rtGlobals=1  // Use modern global access method. 

#include <Multi-peak fitting 2.0> 

#include <InsertSubwindowInGraph> 

//==================================================================== 

 

//CurveFit/ODR=2 Power, dTG_mean/X=dGFF/D/R=dTG_SD/XR=dGFFErr 

 

//READ ME 

 

//Step0() Creates the Waves to write the dG, dGSD, dT, dTSD and #Events in a set. 

//Step1() Plots, fits and write the fitting values to the respective waves 

//Step2() Creates the waves to write the mean and SD of dG and dT from different samples 

//Step3() write the mean and Sd values of different samples 

//==================================================================== 

//Steps to Write Data to the File 

//1) Run Step0() macro ONLY ONCE with the Red Cursor AT THE BEAD FOLDER (e.g 

3.0umBead). 

//2) Rum Create_dG_Wave keeping the red cursor at the Set Folder 

//3) Keep the Red Cursor to the Last Set(e.g Set4 and not Set Set1) and run Step1() macro, take to 

the folder  

//     above to the Last set(e.g Set3) and Run Step1() macro again. 

//4) Run Step2() macro ONLY ONCE with the Red Cursor AT THE PORE FOLDER (e.g 

10.0umPore). 

//5) Run Step3() macro ONLY ONCE with the Red Cursor AT THE BEAD FOLDER (e.g 

3.0umBead). 

//Steps to Make the Layout 

//1) Run ALL_PLOTS() marco 

//2) Make Sure that the graph numbers are correct before running the Make_Layout() macro 
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//==================================================================== 

macro StandardPlot() 

ModifyGraph tick=2,mirror=2,nticks=3,fSize=16,font="Arial" 

end 

//==================================================================== 

 

//==================================================================== 

macro Create_dG_Wave() 

Variable Voltage 

Voltage=0.2 

Duplicate maximum dG 

dG=dG/Voltage 

end 

//==================================================================== 

//==================================================================== 

Macro Step0()  //Creates a NULL Table. USE IT ONLY ONCE WHILE START 

WRITING IN A FOLDER 

Make/D 

Set_Number,'dG_nS','dG_Sigma_nS','dT_ms','dT_Sigma_ms',Events,'dTG_ms','dTG_Sigma_ms' 

Variable m 

m=numpnts(dG_Sigma_nS) 

DeletePoints 0,m,dG_nS 

DeletePoints 0,m,dG_Sigma_nS 

DeletePoints 0,m,dT_ms 

DeletePoints 0,m,dT_Sigma_ms 

DeletePoints 0,m,dTG_ms 

DeletePoints 0,m,dTG_Sigma_ms 

DeletePoints 0,m,Set_Number 

DeletePoints 0,m,Events 

end 

//==================================================================== 
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//==================================================================== 

Macro Step1() 

Variable/G n=1  //Set Number 

n=n-1 

Write_dG() 

Write_dT() 

dTCummulative() 

end 

//==================================================================== 

 

//==================================================================== 

macro Step2()  //USE IT ONLY ONCE WHEN THE DATA FOR BEADS 

FOLDER IS WRITTEN IN THE WAVES 

//Make/D 'dG_mean,'dG_SD',dT_mean,'dT_SD','Samp' 

//Make/N=1/T Sample 

Make/N=1/T Sample 

Make/D 'dG_mean','dG_SD','dT_mean','dT_SD','dTG_mean','dTG_SD' 

Variable m 

m=numpnts(dG_mean) 

DeletePoints 0,m,dG_mean 

DeletePoints 0,m,dG_SD 

DeletePoints 0,m,dT_mean 

DeletePoints 0,m,dT_SD 

DeletePoints 0,m,dTG_mean 

DeletePoints 0,m,dTG_SD 

DeletePoints 0,m,Sample 

end 

//==================================================================== 

macro Step3() 

Variable n=0 
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InsertPoints 0,1, ::dG_mean 

InsertPoints 0,1, ::dG_SD 

InsertPoints 0,1, ::dT_mean 

InsertPoints 0,1, ::dT_SD 

InsertPoints 0,1, ::dTG_mean 

InsertPoints 0,1, ::dTG_SD 

//InsertPoints 0,1, ::Bead_dia 

 

Variable dGmean,dGSD,dTmean,dTSD,dTGmean,dTGSD 

string path 

path=ParseFilePath(0, GetDataFolder(1), ":", 1, 0) 

dGmean=mean(dG_nS) 

dTmean=mean(dT_ms) 

dTGmean=mean(dTG_ms) 

 

dGSD=sqrt (variance (dG_nS)) 

dTSD=sqrt (variance (dT_ms)) 

dTGSD=sqrt (variance (dTG_ms)) 

 

::dG_mean(n)=dGmean 

::dG_SD(n)=dGSD 

::dT_mean(n)=dTmean 

::dT_SD(n)=dTSD 

::dTG_mean(n)=dTGmean 

::dTG_SD(n)=dTGSD 

end 

//==================================================================== 

 

//==================================================================== 

macro Write_dG() 

WaveStats dG 
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Variable b,bnum,start,last,dG_mean,dG_SD,Tevents,range 

range=5 

String dG_label, dGSD_label,counts 

b=sqrt(V_avg)   // Bin Width 

bnum=sqrt(V_npnts)*3  // Total Bins 

Tevents=V_npnts 

counts="# Events="+num2str(V_npnts) 

Make/N=100/O dG_Hist;DelayUpdate 

Histogram/C/B={V_min-2*b,b,bnum} dG,dG_Hist;DelayUpdate 

Display dG_Hist 

ModifyGraph mode=5 

CurveFit/M=0/W=0 gauss, dG_Hist/D 

dG_mean=W_coef[2] 

dG_SD=W_coef[3] 

start=max (0,dG_mean -range*dG_SD) // X-axes Start 

last=dG_mean + range*dG_SD   // X-axes End 

ModifyGraph offset(dG_Hist)={-b/2,0} 

SetAxis bottom start,last 

dG_label= "dG Mean="+num2str(dG_mean)+" nS" 

dGSD_label= "dG SD="+num2str(dG_SD)+" nS" 

TextBox/C/N=text0/A=MC "\\F'Times New Roman'"+dG_label +"\r"+dGSD_label+"\r"+counts 

ModifyGraph rgb(fit_dG_Hist)=(0,0,0) 

Label left "\\F'Times New Roman'Counts";DelayUpdate 

Label bottom "\\F'Times New Roman'dG (nS\\F'Times New Roman')" 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

InsertPoints 0,1, ::dG_nS 

InsertPoints 0,1, ::dG_Sigma_nS 

InsertPoints 0,1, ::Set_Number 

InsertPoints 0,1, ::Events 

::dG_nS(n)=dG_mean 
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::dG_Sigma_nS(n)=dG_SD 

::Events(n)=Tevents 

//::Set_Number(n)=SetNum 

end 

//==================================================================== 

 

//==================================================================== 

macro Write_dT() 

WaveStats dwell_time 

Variable bnum,start,last,Range,dT_mean,dT_SD,dTG_mean,dTG_SD 

Variable/G b 

Range=15  //To set the start and end of the plot. dT_mean (+-) dT_SD*Range is 

the Plotting Range 

String dT_label, dTSD_label,counts 

counts="# Events="+num2str(V_npnts) 

b=sqrt(V_avg)/2   // Bin Width 

b=0.25 

bnum=sqrt(V_npnts)  // Total Bins 

bnum=50 

Make/N=100/O dwell_time_Hist;DelayUpdate 

Histogram/C/B={0.0005,b,bnum} dwell_time,dwell_time_Hist 

Display dwell_time_Hist 

ModifyGraph mode=5 

variable V_FitError 

if (V_fitError) 

   Code to do whatever you want to do in this case. 

endif 

DeletePoints 0,1, dwell_time 

K0 = 0; 

CurveFit/M=2/W=0 LogNormal, dwell_time_Hist/D  

dT_mean=W_coef[2] 
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dT_SD=W_coef[3] 

start=max (0,dT_mean -Range*dT_SD) // X-axes Start 

last=min (20,dT_mean + Range*dT_SD)   // X-axes End 

ModifyGraph rgb(fit_dwell_time_Hist)=(0,0,0),offset(fit_dwell_time_Hist)={0,0} 

SetAxis bottom start,last 

dT_label= "dT Mean="+num2str(dT_mean)+" ms" 

dTSD_label= "dT SD="+num2str(dT_SD)+" ms" 

TextBox/C/N=text0/A=MC "\\F'Times New Roman'"+dT_label +"\r"+dTSD_label+"\r"+counts 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

ModifyGraph offset(dwell_time_Hist)={0,0} 

ModifyGraph offset(fit_dwell_time_Hist)={b/2,0} 

duplicate dwell_time_Hist dwell_time_HistGauss 

K0 = 0; 

CurveFit/H="1000"/TBOX=768 gauss dwell_time_HistGauss /D  

AppendToGraph fit_dwell_time_HistGauss  

dTG_mean=W_coef[2] 

dTG_SD=W_coef[3] 

String countsG,dT_labelG,dTSD_labelG,FitTypeG 

WaveStats dwell_time 

FitTypeG="Gaussian Fit:" 

countsG="# Events="+num2str(V_npnts) 

dT_labelG= "dT Mean="+num2str(dTG_mean)+" ms" 

dTSD_labelG= "dT SD="+num2str(dTG_SD)+" ms" 

TextBox/C/N=text1/A=MC "\\F'Times New Roman'"+FitTypeG+"\r"+dT_labelG 

+"\r"+dTSD_labelG+"\r"+countsG 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

ModifyGraph 

lsize(fit_dwell_time_HistGauss)=1.5,rgb(fit_dwell_time_HistGauss)=(0,0,0);DelayUpdate 

ModifyGraph offset(fit_dwell_time_HistGauss)={b/2,0} 
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ModifyGraph rgb(fit_dwell_time_HistGauss)=(1,4,52428) 

Duplicate/O dwell_time_hist, dT_Cum 

Wavestats dT_Cum 

Integrate/meth=0 dT_Cum 

dT_Cum=dT_Cum/dT_Cum(V_Sum) 

InsertPoints 0,1, ::dT_ms 

InsertPoints 0,1, ::dT_Sigma_ms 

InsertPoints 0,1, ::dTG_ms 

InsertPoints 0,1, ::dTG_Sigma_ms 

::dT_ms(n)=dT_mean 

::dT_Sigma_ms(n)=dT_SD 

::dTG_ms(n)=dTG_mean 

::dTG_Sigma_ms(n)=dTG_SD 

StandardPlot() 

end 

//==================================================================== 

 

//==================================================================== 

macro Plot_dG() 

WaveStats dG 

Variable/G b,bnum,start,last,dG_mean,dG_SD,Tevents,range 

range=5 

String/G dG_label, dGSD_label,counts 

b=sqrt(V_avg)   // Bin Width 

bnum=sqrt(V_npnts)*1.5 // Total Bins 

Tevents=V_npnts 

counts="# Events="+num2str(V_npnts) 

Make/N=100/O dG_Hist;DelayUpdate 

Histogram/C/B={V_min-2*b,b,bnum} dG,dG_Hist;DelayUpdate 

Display dG_Hist 

ModifyGraph mode=5 



 
221 

CurveFit/M=0/W=0 gauss, dG_Hist/D 

dG_mean=W_coef[2] 

print dG_mean 

dG_SD=W_coef[3] 

start=max (0,dG_mean -range*dG_SD) // X-axes Start 

last=dG_mean + range*dG_SD   // X-axes End 

ModifyGraph offset(dG_Hist)={-b/2,0} 

SetAxis bottom start,last 

dG_label= "dG Mean="+num2str(dG_mean)+" nS" 

dGSD_label= "dG SD="+num2str(dG_SD)+" nS" 

TextBox/C/N=text0/A=MC "\\F'Times New Roman'"+dG_label +"\r"+dGSD_label+"\r"+counts 

ModifyGraph rgb(fit_dG_Hist)=(0,0,0) 

Label left "\\F'Times New Roman'Counts";DelayUpdate 

Label bottom "\\F'Times New Roman'dG (nS\\F'Times New Roman')" 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

print b 

print bnum 

print V_min 

end 

//==================================================================== 

 

//==================================================================== 

macro Plot_dT() 

WaveStats dwell_time 

Variable bnum,start,last,Range,dT_mean,dT_SD 

Variable/G b 

Range=15  //To set the start and end of the plot. dT_mean (+-) dT_SD*Range is 

the Plotting Range 

String dT_label, dTSD_label,counts 

counts="# Events="+num2str(V_npnts) 
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b=sqrt(V_avg)/2   // Bin Width 

b=0.25 

bnum=sqrt(V_npnts)  // Total Bins 

bnum=50 

Make/N=100/O dwell_time_Hist;DelayUpdate 

Histogram/C/B={0.0005,b,bnum} dwell_time,dwell_time_Hist 

Display dwell_time_Hist 

ModifyGraph mode=5 

//variable V_FitError 

//if (V_fitError) 

  // Code to do whatever you want to do in this case. 

//endif 

K0 = 0; 

CurveFit/M=2/W=0 LogNormal, dwell_time_Hist/D  

dT_mean=W_coef[2] 

dT_SD=W_coef[3] 

start=max (0,dT_mean -Range*dT_SD) // X-axes Start 

last=min (20,dT_mean + Range*dT_SD)   // X-axes End 

ModifyGraph rgb(fit_dwell_time_Hist)=(0,0,0),offset(fit_dwell_time_Hist)={0,0} 

SetAxis bottom start,last 

dT_label= "dT Mean="+num2str(dT_mean)+" ms" 

dTSD_label= "dT SD="+num2str(dT_SD)+" ms" 

TextBox/C/N=text0/A=MC "\\F'Times New Roman'"+dT_label +"\r"+dTSD_label+"\r"+counts 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

ModifyGraph offset(dwell_time_Hist)={0,0} 

ModifyGraph offset(fit_dwell_time_Hist)={b/2,0} 

end 

//==================================================================== 

 

//==================================================================== 
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macro Plot_Scatter() 

Display dG vs dwell_time  

ModifyGraph mode=2 

ModifyGraph minor=1,standoff=0 

Label left "dG(nS)";DelayUpdate 

Label bottom "dT(ms)" 

Variable dGmin,dGmax,dTmin,dTmax 

Variable g1,t1 

g1=2 

t1=5 

WaveStats dG 

dGmin=max (0,V_avg - g1*V_sdev) 

dGmax=V_avg + g1*V_sdev 

WaveStats dwell_time 

dTmin=max (0,V_avg - t1*V_sdev) 

dTmax=V_avg + t1*V_sdev 

SetAxis left dGmin,dGmax;DelayUpdate 

SetAxis bottom dTmin,dTmax 

ModifyGraph lsize=2 

Label left "\\F'Times New Roman'\\Z16dG(nS)";DelayUpdate 

Label bottom "\\Z16\\F'Times New Roman'dT(ms)\\F'Tahoma'\\F'Times New Roman'" 

ModifyGraph tick=2 

end 

//==================================================================== 

 

//==================================================================== 

macro Contour() 

Display dG_G vs dwell_time 

ModifyGraph mode=2,lsize=1.2 

end 

//==================================================================== 
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//==================================================================== 

macro FWHM() 

WaveStats FWHM 

Variable bnum,start,last,Range,dT_mean,dT_SD 

Variable/G b 

Range=15  //To set the start and end of the plot. dT_mean (+-) dT_SD*Range is 

the Plotting Range 

String dT_label, dTSD_label,counts 

counts="# Events="+num2str(V_npnts) 

b=sqrt(V_avg)/2   // Bin Width 

b=0.25 

bnum=sqrt(V_npnts)  // Total Bins 

bnum=50 

Make/N=100/O FWHM_Hist;DelayUpdate 

Histogram/C/B={0.0001,b,bnum} FWHM,FWHM_Hist 

Display FWHM_Hist 

ModifyGraph mode=5 

//variable V_FitError 

//if (V_fitError) 

  // Code to do whatever you want to do in this case. 

//endif 

CurveFit/M=2/W=0 LogNormal, FWHM_Hist/D  

dT_mean=W_coef[2] 

dT_SD=W_coef[3] 

start=max (0,dT_mean -Range*dT_SD) // X-axes Start 

last=min (20,dT_mean + Range*dT_SD)   // X-axes End 

ModifyGraph rgb(fit_FWHM_Hist)=(0,0,0),offset(fit_FWHM_Hist)={0,0} 

SetAxis bottom start,last 

dT_label= "dT Mean="+num2str(dT_mean)+" ms" 

dTSD_label= "dT SD="+num2str(dT_SD)+" ms" 
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TextBox/C/N=text0/A=MC "\\F'Times New Roman'"+dT_label +"\r"+dTSD_label+"\r"+counts 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

ModifyGraph offset(FWHM_Hist)={0,0} 

ModifyGraph offset(fit_FWHM_Hist)={b/2,0} 

end 

//==================================================================== 

 

//==================================================================== 

macro dTCummulative() 

Duplicate/O dwell_time_hist, dT_Cum 

Wavestats dT_Cum 

Integrate/meth=0 dT_Cum 

dT_Cum=dT_Cum/dT_Cum(V_Sum) 

end 

//==================================================================== 

 

//==================================================================== 

macro Create_Compatible_Waves() 

duplicate wave1 filenum; 

duplicate wave3 maximum; 

duplicate wave5 dwell_time; 

duplicate wave8 startt; 

duplicate wave9 endd; 

KillWaves  

wave0,wave1,wave2,wave3,wave4,wave5,wave6,wave7,wave8,wave9,wave10,wave11,wave12,

wave13; 

Variable Voltage 

Voltage=0.2 

Duplicate maximum dG 
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dG=dG/Voltage 

end 

//==================================================================== 

 

 

//==================================================================== 

macro Write_dT_dG_Square() 

Variable/G n=1  //Set Number 

n=n-1 

dT_Square() 

StandardPlot() 

Write_dG() 

StandardPlot() 

end 

//==================================================================== 

 

//==================================================================== 

macro dT_Square() 

Variable bnum,start,last,Range,dT_mean,dT_SD,dTG_mean,dTG_SD 

Make/N=75/O dwell_time_Hist;DelayUpdate 

Histogram/C/B={0.5,1.5,60} dwell_time,dwell_time_Hist;DelayUpdate 

Display dwell_time_Hist 

ModifyGraph mode=5 

K0 = 0; 

CurveFit/H="1000"/NTHR=0 LogNormal  dwell_time_Hist /D  

dT_mean=W_coef[2] 

dT_SD=W_coef[3] 

String counts,dT_label,dTSD_label,FitType 

FitType="Lognormal Fit:" 

WaveStats dwell_time 

counts="# Events="+num2str(V_npnts) 
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dT_label= "dT Mean="+num2str(dT_mean)+" ms" 

dTSD_label= "dT SD="+num2str(dT_SD)+" ms" 

TextBox/C/N=text0/A=MC "\\F'Times New Roman'"+FitType+"\r"+dT_label 

+"\r"+dTSD_label+"\r"+counts 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

ModifyGraph lsize(fit_dwell_time_Hist)=1.5,rgb(fit_dwell_time_Hist)=(0,0,0);DelayUpdate 

ModifyGraph offset(fit_dwell_time_Hist)={0.75,0} 

Duplicate/O dwell_time_hist, dT_Cum 

Wavestats dT_Cum 

Integrate/meth=0 dT_Cum 

//dT_Cum=dT_Cum/dT_Cum(V_Sum) 

duplicate dwell_time_Hist dwell_time_HistGauss 

Histogram/C/B={0.5,1.5,60} dwell_time,dwell_time_HistGauss;DelayUpdate 

K0 = 0; 

CurveFit/H="1000"/TBOX=768 gauss dwell_time_HistGauss /D  

AppendToGraph fit_dwell_time_HistGauss  

dTG_mean=W_coef[2] 

dTG_SD=W_coef[3] 

String countsG,dT_labelG,dTSD_labelG,FitTypeG 

WaveStats dwell_time 

FitTypeG="Gaussian Fit:" 

countsG="# Events="+num2str(V_npnts) 

dT_labelG= "dT Mean="+num2str(dTG_mean)+" ms" 

dTSD_labelG= "dT SD="+num2str(dTG_SD)+" ms" 

TextBox/C/N=text1/A=MC "\\F'Times New Roman'"+FitTypeG+"\r"+dT_labelG 

+"\r"+dTSD_labelG+"\r"+countsG 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

ModifyGraph 

lsize(fit_dwell_time_HistGauss)=1.5,rgb(fit_dwell_time_HistGauss)=(0,0,0);DelayUpdate 
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ModifyGraph offset(fit_dwell_time_HistGauss)={0.75,0} 

ModifyGraph rgb(fit_dwell_time_HistGauss)=(1,4,52428) 

Duplicate/O dwell_time_hist, dT_Cum 

Wavestats dT_Cum 

Integrate/meth=0 dT_Cum 

dT_Cum=dT_Cum/dT_Cum(V_Sum) 

InsertPoints 0,1, ::dT_ms 

InsertPoints 0,1, ::dT_Sigma_ms 

InsertPoints 0,1, ::dTG_ms 

InsertPoints 0,1, ::dTG_Sigma_ms 

::dT_ms(n)=dT_mean 

::dT_Sigma_ms(n)=dT_SD 

::dTG_ms(n)=dTG_mean 

::dTG_Sigma_ms(n)=dTG_SD 

StandardPlot() 

end 

//==================================================================== 

 

//==================================================================== 

macro dG_Square() 

WaveStats dG 

Variable/G b,bnum,start,last,dG_mean,dG_SD,Tevents,range 

range=5 

String/G dG_label, dGSD_label,counts 

b=sqrt(V_avg)   // Bin Width 

bnum=sqrt(V_npnts)*1.5 // Total Bins 

Tevents=V_npnts 

counts="# Events="+num2str(V_npnts) 

Make/N=100/O dG_Hist;DelayUpdate 

Histogram/C/B={V_min-2*b,b,bnum} dG,dG_Hist;DelayUpdate 

Display dG_Hist 
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ModifyGraph mode=5 

CurveFit/M=0/W=0 gauss, dG_Hist/D 

dG_mean=W_coef[2] 

print dG_mean 

dG_SD=W_coef[3] 

start=max (0,dG_mean -range*dG_SD) // X-axes Start 

last=dG_mean + range*dG_SD   // X-axes End 

ModifyGraph offset(dG_Hist)={-b/2,0} 

SetAxis bottom start,last 

dG_label= "dG Mean="+num2str(dG_mean)+" nS" 

dGSD_label= "dG SD="+num2str(dG_SD)+" nS" 

TextBox/C/N=text0/A=MC "\\F'Times New Roman'"+dG_label +"\r"+dGSD_label+"\r"+counts 

ModifyGraph rgb(fit_dG_Hist)=(0,0,0) 

Label left "\\F'Times New Roman'Counts";DelayUpdate 

Label bottom "\\F'Times New Roman'dG (nS\\F'Times New Roman')" 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

print b 

print bnum 

print V_min 

InsertPoints 0,1, ::dG_nS 

InsertPoints 0,1, ::dG_Sigma_nS 

InsertPoints 0,1, ::Set_Number 

InsertPoints 0,1, ::Events 

::dG_nS(n)=dG_mean 

::dG_Sigma_nS(n)=dG_SD 

::Events(n)=Tevents 

StandardPlot() 

end 

//==================================================================== 
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//==================================================================== 

macro Plot_dT_Square() 

Variable bnum,start,last,Range,dT_mean,dT_SD,dTG_mean,dTG_SD, 

Make/N=75/O dwell_time_Hist;DelayUpdate 

Histogram/C/B={0.5,1.5,60} dwell_time,dwell_time_Hist;DelayUpdate 

Display dwell_time_Hist 

ModifyGraph mode=5 

K0 = 0; 

CurveFit/H="1000"/NTHR=0 LogNormal  dwell_time_Hist /D  

dT_mean=W_coef[2] 

dT_SD=W_coef[3] 

String counts,dT_label,dTSD_label,FitType 

FitType="Lognormal Fit:" 

WaveStats dwell_time 

counts="# Events="+num2str(V_npnts) 

dT_label= "dT Mean="+num2str(dT_mean)+" ms" 

dTSD_label= "dT SD="+num2str(dT_SD)+" ms" 

TextBox/C/N=text0/A=MC "\\F'Times New Roman'"+FitType+"\r"+dT_label 

+"\r"+dTSD_label+"\r"+counts 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

ModifyGraph lsize(fit_dwell_time_Hist)=1.5,rgb(fit_dwell_time_Hist)=(0,0,0);DelayUpdate 

ModifyGraph offset(fit_dwell_time_Hist)={0.75,0} 

Duplicate/O dwell_time_hist, dT_Cum 

Wavestats dT_Cum 

Integrate/meth=0 dT_Cum 

//dT_Cum=dT_Cum/dT_Cum(V_Sum) 

Histogram/C/B={0.5,1.5,60} dwell_time,dwell_time_HistGauss;DelayUpdate 

K0 = 0; 

CurveFit/H="1000"/TBOX=768 gauss dwell_time_HistGauss /D  

AppendToGraph fit_dwell_time_HistGauss  
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dTG_mean=W_coef[2] 

dTG_SD=W_coef[3] 

String countsG,dT_labelG,dTSD_labelG,FitTypeG 

WaveStats dwell_time 

FitTypeG="Gaussian Fit:" 

countsG="# Events="+num2str(V_npnts) 

dT_labelG= "dT Mean="+num2str(dTG_mean)+" ms" 

dTSD_labelG= "dT SD="+num2str(dTG_SD)+" ms" 

TextBox/C/N=text1/A=MC "\\F'Times New Roman'"+FitTypeG+"\r"+dT_labelG 

+"\r"+dTSD_labelG+"\r"+countsG 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

ModifyGraph 

lsize(fit_dwell_time_HistGauss)=1.5,rgb(fit_dwell_time_HistGauss)=(0,0,0);DelayUpdate 

ModifyGraph offset(fit_dwell_time_HistGauss)={0.75,0} 

Label left "Count";DelayUpdate 

Label bottom "Δt (ms)" 

ModifyGraph rgb(fit_dwell_time_HistGauss)=(1,4,52428) 

SetAxis bottom *,30 

StandardPlot() 

end 

//==================================================================== 

 

//==================================================================== 

macro Plot_dG_Square() 

WaveStats dG 

Variable/G b,bnum,start,last,dG_mean,dG_SD,Tevents,range 

range=5 

String/G dG_label, dGSD_label,counts 

b=sqrt(V_avg)   // Bin Width 

bnum=sqrt(V_npnts)*1.5 // Total Bins 
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Tevents=V_npnts 

counts="# Events="+num2str(V_npnts) 

Make/N=100/O dG_Hist;DelayUpdate 

Histogram/C/B={V_min-2*b,b,bnum} dG,dG_Hist;DelayUpdate 

Display dG_Hist 

ModifyGraph mode=5 

CurveFit/M=0/W=0 gauss, dG_Hist/D 

dG_mean=W_coef[2] 

print dG_mean 

dG_SD=W_coef[3] 

start=max (0,dG_mean -range*dG_SD) // X-axes Start 

last=dG_mean + range*dG_SD   // X-axes End 

ModifyGraph offset(dG_Hist)={-b/2,0} 

SetAxis bottom start,last 

dG_label= "dG Mean="+num2str(dG_mean)+" nS" 

dGSD_label= "dG SD="+num2str(dG_SD)+" nS" 

TextBox/C/N=text0/A=MC "\\F'Times New Roman'"+dG_label +"\r"+dGSD_label+"\r"+counts 

ModifyGraph rgb(fit_dG_Hist)=(0,0,0) 

Label left "\\F'Times New Roman'Counts";DelayUpdate 

Label bottom "\\F'Times New Roman'dG (nS\\F'Times New Roman')" 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

Label left "Count";DelayUpdate 

Label bottom "ΔG (nS)" 

SetAxis bottom 0,45 

print b 

print bnum 

print V_min 

StandardPlot() 

end 

//==================================================================== 
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//==================================================================== 

macro Plot_dT_SquareGauss() 

Variable bnum,start,last,Range,dTG_mean,dTG_SD 

Make/N=75/O dwell_time_HistGauss;DelayUpdate 

Histogram/C/B={0.5,1.5,60} dwell_time,dwell_time_HistGauss;DelayUpdate 

Display dwell_time_Hist 

ModifyGraph mode=5 

K0 = 0; 

CurveFit/H="1000"/TBOX=768 gauss dwell_time_HistGauss /D  

AppendToGraph fit_dwell_time_HistGauss  

dTG_mean=W_coef[2] 

dTG_SD=W_coef[3] 

String counts,dT_label,dTSD_label 

WaveStats dwell_time 

counts="# Events="+num2str(V_npnts) 

dT_label= "dT Mean="+num2str(dTG_mean)+" ms" 

dTSD_label= "dT SD="+num2str(dTG_SD)+" ms" 

TextBox/C/N=text0/A=MC "\\F'Times New Roman'"+dT_label +"\r"+dTSD_label+"\r"+counts 

ModifyGraph tick=2 

ModifyGraph gFont="Times New Roman" 

ModifyGraph 

lsize(fit_dwell_time_HistGauss)=1.5,rgb(fit_dwell_time_HistGauss)=(0,0,0);DelayUpdate 

ModifyGraph offset(fit_dwell_time_HistGauss)={0.75,0} 

Duplicate/O dwell_time_histGauss, dT_Cum 

Wavestats dT_Cum 

Integrate/meth=0 dT_Cum 

dT_Cum=dT_Cum/dT_Cum(V_Sum) 

StandardPlot() 

end 

//==================================================================== 
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APPENDIX 9 

Additional experiments  

 

A9.1 Effect of software filtering on the measured ∆G values.  

 

Figure A9.1 Effect of software filtering on the measured ∆G values: a Error plot of the ∆G values estimated at 

different software filter frequencies (4th order Butterworth) for translocation data of 4.98 µm beads (black) and RBCs 

(red) translocating through an 8.3 µm micropore device. b Microscopic image of the micropore used for the experiment. 

Note that the experiment was performed at constant fluid flow of 500 nL/min and the data was acquired at 200 kHz. 
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A9.2 Effect of Bovine Albumin Serum on EtOH-treated RBCs 

 

Figure A9.2:  Effect of Bovine Albumin Serum on EtOH-treated RBCs: a The comparison of ΔG histograms of 

RBCs in their native state, 0.5 % EtOH, and treatment of the 0.5% EtOH RBCs with 0.5 mg/mL BSA are shown here. 

The histograms are Gaussian fitted and the dotted vertical lines show the peak of the Gaussian fit. b The bar plot shows 

the relative volume of RBCs detected by the experiment for the three states mentioned. c The bar plot shows the 

recovery effect of BSA on RBCs previously treated with 0.5 % EtOH for 1 hr. d Microscopic image of the 8.0 µm 

micropore used for the experiment. 
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A9.3 Electrofluidic detection of RBCs infected with malaria Parasite 

 

Figure A9.3 Electrofluidic detection of RBCs infected with malaria Parasite: a ∆G vs ∆t scatterplot of the 

constricted translocation events for native RBCs (black), RBCs infected with 2% (blue) and 20% Malaria parasite 

(red) b The representative translocation events for a native RBCs (black), RBCs infected with 2% (blue) and 20% 

Malaria parasite (red) is shown here. The inset shows a zoom of the native RBCs translocation event.  

  

 




