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Abstract. Emergence of different interesting and insightful phenomena in different length scales is the heart
of quantum many-body system. We present emergence of quantum phases for the interacting helical liquid of
topological quantum matter. We also observe that Luttinger liquid parameter plays a significant role to determine
different quantum phases. We use three sets of renormalisation group (RG) equations to solve emergent quantum
phases for our model Hamiltonian system. Two of them are the quantum Berezinskii—Kosterlitz—Thouless (BKT)
equations. We show explicitly from the study of length scale-dependent emergent physics that there is no evidence
of Majorana—Ising transition for the two sets of quantum BKT equations, i.e., the system is either in the topological
superconducting phase or in the Ising phase. The whole set of RG equation shows the evidence of length scale-
dependent Majorana—Ising transition. Emergence of length scale-dependent quantum phases can be observed in
topological materials which exhibit fundamentally new physical phenomena with potential applications for novel

devices and quantum information technology.
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1. Introduction

In quantum many-body physics, emergent phenomena
are an essential aspect. In this view, fundamentally
new types of phenomena emerge within the complex
assemblies of particles which cannot be anticipated
from a priori knowledge of the microscopic laws of
nature [1]. One can raise the question at the fun-
damental level: what emergent principles and laws
develop as we proceed from the microscopic scale to
the macroscale scale? P W Anderson was the first to
introduce the concept of ‘emergent phenomena’ into
physics [2,3]. He has introduced this concept in “More
is different”, where he has explained the philosophy
of emergence. The behaviour of large and complex
aggregation of elementary particles cannot be compre-
hended in terms of simple extrapolation properties of
a few particles. Instead, at each level of complexity,
entirely new properties appear and the understanding
of the new behaviour trigger a new front of research
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area. One can understand the physics and philosophy
of emergence phenomena, from the following example
given by Anderson in [2]. When one consider simi-
lar atoms of niobium and gold, at the angstrom level
(up to 30 nm) there is no difference between them,
but in the macroscopic level one is an insulator and
other is a superconductor. But when we consider the
large length scale, everything changes. Gold behaves
as a very good metal. In niobium beyond 30 nm the
electrons pair up into Cooper pairs. As one reaches
the micron scale, these pairs congregate by the bil-
lion into a pair of condensate, transforming the crystal
into an entirely new metallic state which is type-II
superconductor. This emergent properties in different
length scale is the motivation for the present study. We
analyse how the different quantum phases appear in
different length scales for interacting helical liquid of
topological quantum matter. In the last decade, since
the ground-breaking discovery of topological insula-
tors (TIs) induced by strong spin—orbit interactions,
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tremendous progress has been made in our understand-
ing of topological states of quantum matter [4,5]. Mean-
while, topological materials have become the focus of
intense research in recent years, because they exhibit
fundamentally new physical phenomena with potential
applications for novel devices and quantum information
technology [6,7].

The best known example of a topological phase is
the integer quantum Hall state, in which protected
chiral edge states give rise to a quantised transverse
Hall conductivity [8]. These edge states arise due to
a non-trivial wave function topology, that can be mea-
sured in terms of a quantised topological invariant, i.e.,
the Chern or TKNN number [9]. Topological phase
induced by the spin—orbit coupling (preserving time-
reversal symmetry) can lead to the quantum spin-Hall
state [10-12]. In the absence of external magnetic
field, the edge of quantum spin-Hall state support elec-
trons with opposite spin angular momentum moving
in opposite directions. This one-dimensional conduct-
ing edge is referred to as ‘helical liquid’ [13]. The
physics of interacting helical liquid is one of the recent
area of interest in topological quantum matter [14—
16].

Here we consider an interacting helical liquid system
at the edge as our model Hamiltonian. The quantum
spin-Hall systems are associated with the helical liquid
system which describes the connection between spin
and momentum. The left movers in the edge of quan-
tum spin-Hall systems are associated with down-spin
and right movers with up-spin. The helical liquid sys-
tem possesses gapless excitation at the edge and this
results in the appearance of Majorana particles at both
ends of the system [16].

Motivation of this study: The physics of topological state
of quantum matter is the second revolution of quantum
mechanics [17]. This important concept and new impor-
tant results with high impact creates interest not only in
the general public for different branches of physics but
also for other branches of science (mathematics, chem-
istry, biology, engineering and also the philosophy of
science). Our fundamental motivation is to study the
emergence of quantum phases in different length scales
for the topological quantum matter.

The mathematical structure and results of the renor-
malisation group (RG) theory are the most signifi-
cant conceptual advancements in quantum field theory
in the last several decades in both high-energy and
condensed matter physics [18-21]. RG theory is a
formalism that relates the physics at different length
scales in condensed matter physics and the physics
at different energy scales in high-energy physics. In
the present study we derive and solve three sets of
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RG equations, for interacting helical liquid system.
Two of them are the quantum Berezinskii—Kosterlitz—
Thouless (BKT) transitions [22-24] and the third one
is entirely different from the quantum BKT transi-
tion.

In helical Luttinger liquid (LL), one can observe the
Dirac point due to the crossing of the left and right
moving branches, also electrons with opposite spins
move in opposite directions. We consider this physics
for the present model Hamiltonian system where the
Luttinger parameter (K ) determines the nature of inter-
action. K < 1 and K > 1 characterise the repulsive
and attractive interactions respectively, whereas K = 1
characterises the non-interacting situation. The present
study shows the importance of K in the emergence
of different quantum phases and the transition among
them.

Sarkar [16] has already done the length scale-dependent
study of the couplings for the interacting helical liquid
but the emergent physics at different length scale has not
been explored in detail for the whole sets of RG equa-
tions and also in that study the author has not derived the
quantum BKT equations and the results based on these
equations.

In the present study, we have also done the emer-
gent physics from the study of quantum BKT equations
for both couplings and finally we make a comparison
on how the emergent behaviour of different quantum
phases agree and differ from the study of three sets of
RG equations.

2. Model Hamiltonian

We consider the one-dimensional interacting helical lig-
uid system at the edge of a topological insulator as
our model system [25]. These edge states are protected
by the symmetries [26]. In the edge states of the heli-
cal liquid, spin and momentum are connected as the
right movers are associated with spin-up and left movers
are associated with spin-down. One can write the total
fermionic field of the system as

Y(x) = e ypy e Ry,

where Y¥gq and | are the field operators corre-
sponding to the right moving (spin-up) and left moving
(spin-down) electrons at the upper and lower edges of
the topological insulators [13,15,16,27]. For the low-
energy collective excitation in one-dimensional system,
one can write the Hamiltonian as

dk .
Ho = / Sl G0Vt — Y1y YL
+(Wr, (0D YR, — Va0V (1)
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where the terms in parentheses represent Kramer’s pair
at the two edges of the system.

The authors of refs [15,16] have mapped this Hamilto-
nian, with forward and umklapp interactions and in the
proximity of s-wave superconductor (A) and the mag-
netic field (B), to the XYZ spin-chain model (up to a
constant), i.e., Hxyz = ) ; H;, where

Hi = JaSi“Sit1® — [+ B(—=1)18;%. )
o

From the bosonisation procedure, fermionic field of 1D
quantum many-body system can be expressed as

1 .
wR/L,T(x) — ﬁn&?elm%ﬁ/i()‘),
where np /g is the Klein factor to preserve the anticom-
mutivity of the fermionic field. Here we introduce two
bosonic fields, 8(x) and ¢ (x), which are dual to each
other. The relations of these two fields are, ¢(x) =
Pr(x) + ¢ (x) and O(x) = Ogr(x) + O (x). After the
continuum field theory one can write the bosonised form
of Hamiltonian as

= axl|Lo.0) + k5.0
—f xi[?((mw <x))]
+ <§> /dx Cos(x/E(b)

A 8u
— (;) /dx cos(\/EQ) + <2n2)

x /dx cos(d/me) — = /dxaxqﬁ. 3)
JT
This is our model Hamiltonian where J, = vg + A,
Jy = vp — A and J; = g, are coupling constants. 6 (x)
and ¢ (x) are the dual fields and

84
V=7VF+ —,
F 27

where v is the collective velocity and vf is the Fermi
velocity with

82
2T VR

K=1-

K is the Luttinger liquid parameter of the system.
Before we begin to discuss the appearance of quantum
BKT transition in our system, we discuss briefly why it
is necessary to study the quantum BKT transition. Here
we study two different situations for our model Hamil-
tonian: (i) the proximity-induced superconducting gap
term is absent (A = 0) and (ii) the applied magnetic
field is absent (B = 0). For both these cases, only sine-
Gordon coupling term is present. Therefore, there is no
competition between the two mutually non-local pertur-
bations. Therefore, one can think that there is no need
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to study the RG to extract quantum phases and phase
boundaries. But RG method is adopted for the follow-
ing reason. Each of these Hamiltonians consists of two
parts. The first part is the non-interacting term where the
¢ and 0 fields show quadratic fluctuations and the other
part of these Hamiltonians is the sine-Gordon coupling
terms of either the 6 or ¢ fields. The sine-Gordon cou-
pling term lock the field either 6 or ¢ in the minima of
the potential well. Therefore, the system has a competi-
tion between the quadratic part of the Hamiltonian and
the sine-Gordon coupling term and this competition will
govern the low-energy physics of these Hamiltonians in
different limits of the system.

3. Quantum Berezinskii—Kosterlitz—Thouless
equations and renormalisation group equations

We consider the model Hamiltonian H (eq. (3)) with
gu = 0 as it has no effect on the topological state and
also on the Ising state of the system [16],

_ vil 2 2
H_/dx2 [K«axcb) + K(3:6) )]

(2) o (2

X fdx cos(v/4mo) — (%) /dx3x¢. 4)

We consider different conditions for the coupling param-
eters to obtain quantum BKT and RG equations.

Case 1: For B = 0 with finite A and chemical potential
i, the Hamiltonian can be written as

2

A 2
_ <;> /dx cos(v/476 (x)) — ﬁaxfﬁ- 6))

The RG equation for this Hamiltonian can be derived as

7w (e0)]s

This is the first set of quantum BKT equation.

Hy = fde [%(aﬂp)z n K(axe)z}

K
— =N 6
4 (6)

Case 2: For A = 0 with finite B the Hamiltonian is
=[xl | Lo + K (5,0
2= x2 Ko X

+ <§) / dx cos(VAm ¢ (x)). (7
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Following the same procedure, one can derive another
set of quantum BKT equation,

dB _ 2-K)B K _ _prg2 (8)
a ’ I '

Thus, we derive two sets of RG equations. There is no
corrections in the RG equation for the Hamiltonian H>
(eq. (7)) because the sine-Gordon coupling is also for the
¢ field. For this situation, one can absorb the chemical
potential term in the sine-Gordon coupling.

Case 3: For both A and B finite, 1.e, for the Hamiltonian
in eq. (4), the RG equations can be obtained as

7=z lr)e

B _ 2-K)B
dr ’

We refer to the Appendix for a detailed derivation of
the quantum BKT equations (eqs (6) and (8)) and the
whole set of RG equation (eq. (9)). It is well known that
the critical theory is invariant under the rescaling. Then

K0=0.1

1.0f
0.8}

—— No=0.1
— No=0.2
— =03
—— No=0.4
—— No=05
— No=0.6

L
K0=0.7

1.0/

\ —— No=0.1

0.8} — 1o=0.2

: — 0y=0.3

<0 6, — Ny=04

0.4 —— No=05

O 2: — A0=0.6
0.0&

Pramana — J. Phys. (2021) 95:94

the singular part of the free energy density satisfies the
following scaling relations:

_ o .
flA, Bl = e 2 f[e® KA 2-Kl ).

The scale / can be:; fixed from the following analytical
relation, e >~1/K)" A = 1. Finally, after a few steps of
calculation, we arrive at the following relation:

FA, B] = AYC0HTD/E)
N ’ -
« fi[l, ATCKIC-(+ /K
N ’ .

The equation for Majorana—Ising topological quantum
phase transition is

—(2— — _H_
ATCTRCRI O L, (10)

The phase boundary between these two quantum phases
can be obtained by using the above relation, which we
present in the next section.
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Figure 1. Variation of A with the length scale for u = 0 (eq. (6)). This illustrates the emergence of different quantum phases.
We consider different initial values Ky = 0.1 and 0.3 in the upper panel and Ko = 0.7 and 1 in the lower panel for different

values of Ag as shown in the legend of the plot.
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4. Length scale-dependent study of quantum BKT
transition: Emergence of quantum phases

Emergence of quantum phases for the quantum BKT
in eq. (6) with & = 0 is shown in figure 1. It shows
the variation of coupling parameter A with the length
scale which gives the evidence of emergence of topo-
logical superconducting (TS) phase of quantum matter.
We present results for different initial values of K. The
upper panel of figure 1 is plotted for smaller values of K
(0.1, 0.3), while the lower panel is for higher K¢ (0.7, 1).
For Ky = 0.1, the coupling parameter A decreases to
zero with the length scale for different initial values A,
driving the system to the trivial helical Luttinger liquid
(HLL) phase. Our study shows that for higher values
of Ko (0.7, 1), the coupling parameter A increases with
length scale and it is sharper as K¢ increases, indicating
the emergence of TS phase in the system. Interesting
behaviour can be observed for Ky = 0.3 where the
system tends to HLL phase for lower initial values of
the coupling (Ag = 0.1, 0.2, 0.3, 0.4) and TS phase for
higher initial values of the coupling (A9 = 0.5, 0.6).
The coupling initially decreases driving the system to

u=0.3, K;=0.3

100

, —— Do=0.1

0.8f — Ag=02

— No=0.3

< 0'6: — 0o=0.4
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HLL phase but finally increases to TS phase as a function
of length scale. This emergent phenomenon of quantum
phases at different length scales can also be observed in
the presence of finite chemical potential 1.

The effect of finite u on the emergent quantum phases
is shown in figure 2. The quantum BKT in eq. (6) for
finite 1« has the same qualitative behaviour for smaller
@ as shown in the upper panel. There is a transition
from HLL phase to TS phase with the length scale for
Ag = 0.6, u = 0.3 and Ko = 0.3. Similarly, the system
tends to TS phase completely for higher values of K. In
the lower panel (Ko = 0.3 and i = 1), one can observe
that the emergence of TS phase for large length scale
is suppressed by the large value of chemical potential
u = 1. The qualitative behaviour of the transition of
the system to TS phase for Ko = 1 remains intact even
at u = 1. These results are the same as in the case of
figure 2 except that the sharpness in the increasing curve
of coupling, decreases for higher values of .

Along with the TS phase one can also observe the
emergence of Ising phase with the HLL phase by
considering the quantum BKT in eq. (8). Figure 3
shows the variation of coupling B, with the length
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Figure 2. Variation of A with the length scale for & # 0 (eq. (6)). This illustrates the emergence of different quantum phases.
We consider i = 0.3 in the upper panel and u = 1 in the lower panel for different values of Ky and Ag as shown in the legend

of the plot.
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Figure 3. Variation of B with the length scale (eq. (8)). We consider different initial values Ko = 0.5 and 1.5 in the upper
panel and Ky = 2.3 and 2.7 in the lower panel for different values of By as shown in the legend of the plot.

scale which gives evidence of emergence of Ising
phase of quantum matter. Unlike the previous case,
the coupling B here increases for smaller values of
Ko (0.5, 1.5), and the increase in B is sharper as Ko
acquire smaller values. This is clearly the evidence
of Ising phase. For higher values of Ky (2.3,2.7)
the Ising phase is observed only for higher initial
values of the coupling Bg. The lower initial values
of the coupling tend to decrease to zero with the
length scale driving the system to the trivial HLL
phase.

The emergence of quantum phases for the whole set
of RG equations in eq. (9) for all the coupling param-
eters is studied in figure 4. We set = 0 initially and
study the emergence of quantum phases. Interestingly,
we find both TS and Ising phases in the system. This fig-
ure consists of two panels, the upper one is for Ko = 0.3
and the lower one is for Ky = 1. We find the evidence
of Ising phase for smaller values of K¢ for all initial
values of By as shown in the upper panel. The coupling
B increases with the length scale driving the system to
the Ising phase.

Evidence of TS phase can also be found for higher val-
ues of K¢ as shown in the first figure of the lower panel

where B increases with the length scale for Ko = 1
for all initial values Ag. Intriguingly, the system can be
found to transit between different quantum phases as
a function of length scale as shown in the second fig-
ure in lower panel. Increasing the initial value to Ag
(= 0.3) for the same K¢ and By values, we find Ising
phase for smaller length scale and TS phase for higher
length scale. The coupling By initially increases driv-
ing the system into Ising phase and finally it decreases
into TS phase. However, the same is not true for Ag =
0.3, 0.4, which remain in Ising phase for all length
scales. We observe the emergence of both Ising and
TS phases for smaller and higher length scales respec-
tively, provided the initial values of couplings satisfy
the condition By < Ag. For By > Ay the system col-
lapses into a single phase depending on the value Kj.
To the best of our knowledge, this is the first study in
the literature where we show explicitly the emergence
of two different quantum phases in different length
scales.

One can also observe similar results by fixing the
coupling B and varying A as shown in figure 5. The
upper panel shows the emergence of Ising phase, where
the coupling A decreases with the length scale for
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Figure 4. Variation of B with the length scale to illustrate the emergence of different quantum phases from the study of the
whole set of RG equation (eq. (9)). We consider two different initial values of Ko = 0.3, 1 for the upper and lower panels

respectively for Ag = 0.1, 0.3.

both lower and higher values of By at Ko = 0.3.
The system can be found completely driven into TS
phase for lower values of By at Ko = 1 as shown in
the first figure of the lower panel. However, the emer-
gence of both TS and Ising phases can be observed
for higher values of By as shown in the second fig-
ure of the lower panel. The coupling with lower initial
values (Ag = 0.1,0.2) increases initially indicating
the TS phase and finally drops into Ising phase. The
higher initial values of coupling (Ag = 0.3, 0.4) drive
the system completely into the TS phase for all length
scales. The emergence of both TS and Ising phases
with the length scale can be observed when the cou-
pling satisfies the condition Ag < By. For Ag > By the
system drives into only one phase for all length scales
and the transition between two quantum phases is sup-
pressed.

Similar qualitative behaviour can be observed with
finite 1. Length scale behaviour of the couplings for
finite u ineq. (9) is shown in figure 6. This figure consists
of two panels, upper and lower panels are respectively
for © = 0.3 and 1. In the upper panel, we observe the
emergence of Ising phase as the coupling decreases with
length scale for smaller value of u (= 0.3). For higher

value of i (= 1), in the lower panel, we find the evi-
dence of emergence of both TS and Ising phases for
different length scales. As an effect of u, the emergence
of TS phase and Ising phase for lower and higher length
scales respectively is observed when the coupling satis-
fies Ag < By. For Ag > By systems drive completely
into the TS phase.

In figure 7, we have presented the Majorana—Ising
phase diagram for different values of chemical potential
w and Luttinger liquid parameter K. It clearly depicts
the presence of TS and Ising quantum phases, whose
phase boundary is varied corresponding to the value of
K . The phase diagrams here show the dominance of one
quantum phase over the other depending on the value of
K for each value of 1. The non-interacting case (K = 1)
separates the two phases almost equally for all values of
w. Meanwhile, the dominance of a phase over another
can be seen for K # 0. For K < 1, the Ising phase
is dominant over the TS phase which can be seen from
the fact that the phase boundary curves upward which
expands the Ising phase over the TS phase. Similar effect
can be seen for K > 1 where the TS phase dominates
over the Ising phase. As a consequence, the phase sep-
aration has a downward curve expanding the TS phase



94  Page 8 of 16

K0=0.3, BO=0.1
1.0¢
— Do=0.1
0.8- — Np=0.2
4 0.6f — 0o=0.3
— 0o=0.4

L
K0=1, BO=0.1

1.0F

— 0o=0.1

0.8r — Np=0.2

< 0 6 L — Ao=0.3

. — No=0.4
0.4r
0.2r
0.0"

Pramana — J. Phys. (2021) 95:94

K0=0.3, BO=O.4
1.0F
[ — Np=0.1
0.8f — Ag=0.2
4 0.6: — =03
—— Do=0.4

L
K0=1, BO=O.4

1.0

[ —— N=0.1

0.8+ — N=0.2

40 6: — Np=0.3

' : — No=0.4
0.4f

0.2/\
0.0" ‘ ‘

Figure 5. Variation of A with the length scale to illustrate the emergence of different quantum phases from the study of the
whole set of RG equation (eq. (9)). We consider two different initial values of Ko = 0.3, 1 for the upper and lower panels

respectively for By = 0.1, 0.4.

over the Ising phase. The transition between these quan-
tum phases is the Majorana—Ising phase transition which
can be realised from the scaling relation (eq. (10)).

We notice that, for higher values of u the system
favours the Ising phase over the TS phase. This can be
verified from the case with u = 2, where the phase
separation for the non-interacting limit K = 1 slowly
curves upwards. This behaviour is prominent for higher
and higher values of u. The dependence of K and u
of this Majorana—Ising phase diagram is also consistent
with the length scale-dependent quantum phases stud-
ied for the whole set of RG equations (figures 4-6).
This study of Majorana—Ising transition is more enrich-
ing than the study in ref. [21] because we have presented
the results of finite u and also it is consistent with the
length scale-dependent study.

5. Comparison of results between quantum BKT
and whole set of RG equations

In this section, we compare the results that we have
obtained in the previous section for quantum BKT and
RG equations. Quantum BKT equation in eq. (6) gives
rise to trivial HLL phase and TS phase in the presence

and absence of chemical potential . Comparing these
results (figures 1 and 2 ), we observe that the increasing
value of p will suppress the emergence of TS phase and
favour the HLL phase for all initial values of coupling
Ag. Overall, the qualitative behaviour of the coupling in
driving the system into HLL phase (for lower K() and
TS phase (for higher Ky) remains intact.

The quantum BKT equation in eq. (8) gives rise to
the emergence of Ising phase. Comparing the results
of two quantum BKT equations (figures 1 and 3 ) we
observe the emergence of Ising phase for lower values
of Ko, in contrast to the emergence of TS phase for
higher values of Kj. Ising phase is more favourable as
Ky decreases and TS phase is more favourable as Ko
increases. Since the coupling B does not depend on ,
the emergence of Ising phase does not get suppressed
by the finite chemical potential.

Intriguing results are obtained when we consider all
couplings as finite, i.e., the whole set of RG equations
in eq. (9). It gives rise to both TS and Ising phases
for different length scales. Note that, unlike quantum
BKT equations, there is no evidence of HLL phase
in RG equations. Keeping the coupling B constant we
get Majorana—Ising transition [15] when the couplings
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Figure 6. Variation of A with the length scale for i # 0, to illustrate the emergence of different quantum phases from the
study of the whole set of RG equation (eq. (9)). We consider two different initial values of Ky = 0.3, 1 and u = 0.3, 1 for the

upper and lower panels respectively for By = 0.1, 0.3.

satisfy the condition Ay < By (figure 5). This condition
for Majorana—Ising transition is modified into Ag < By
in the presence of finite u (figure 6). Fixing A constant
and varying B results in the Ising—Majorana transition.
This transition occurs for By < Ag (figure 4). Since
w has no effect on B the condition for Ising—Majorana
transition does not get modified. Emergence of quan-
tum phases (TS and Ising phases) for different length
scales in the RG equations occurs for different coupling
conditions. This is favourable only for higher values
of Ky.

6. Experimental possibilities

Here we discuss the experimental possibilities relevant
to the present length scale study of the helical edge mode
physics. The physics of edge states of a topological insu-
lator can be experimentally observed as a manifestation
of quantised resistance appearing due to the quantum
spin-Hall effect. The electron transport along the sample
edge can be observed when the Fermi energy lies within
the bulk energy gap at sufficiently low temperature. The

quantised Hall resistance has been measured to be /1 /2¢>
(where e is the electron charge and /4 is the Planck’s con-
stant) in the multiterminal transport experiments [12].
The quantum plateau observed is the same for different
sample sizes, confirming that the transport indeed occurs
via edge states. The spin polarisation of edge states can
be observed using a split-gate technique to combine two
T-shaped bars, one in the quantum spin-Hall regime and
the other one in the non-topological spin-Hall regime.
Using two of the terminals for current injection and
the other two as voltage probes, one can observe the
accumulation of spin-up and spin-down electrons on
opposite sides of the sample.The quantised multitermi-
nal resistance again confirms the spin-polarisation of the
helical edge states.

The helical edge states of the topological insulator can
be mapped in real space by imaging techniques such as
scanning superconducting quantum interference device
(SQUID) [28,29]. The edge and bulk electron transport
can be distinguished in this experimental technique. One
can visualise the bulk-dominated and edge-dominated
transport using gate voltage. The bulk transport can be
observed when the gate voltage brings the Fermi level



94  Page 10 of 16

K=1,1.2,1.5,0.75,0.6, u=0

0.8F
0.6
0.4+

0.2

0.0 0.2 0.4 0.6 0.8 1.0

K=1,1.2,1.5,0.75,0.6, p=1

. . . . . B
0.0 0.2 0.4 0.6 0.8 1.0

Pramana — J. Phys. (2021) 95:94

K=1,1.2,1.5,0.75,0.6, y=0.5
A
101

0.8F
0.6F
0.4

0.2F

0.0 0.2 0.4 0.6 0.8 1.0

K=1,1.2,1.5,0.75,0.6, y=2

0.8F

0.6F

041

0.2

0.0 ; ; ; ]
0.0 0.2 0.4 0.6 0.8 1.0

Figure 7. Phase diagram for © = 0, 0.5, 1, 2. Each figure consists of five different curves for different values of K represented
in blue (K = 1), black (K = 1.2), red (K = 1.5), magenta (K = 0.75), green (K = 0.6).

into either valance band or conduction band, whereas
the edge transport can be observed when the gate voltage
brings the Fermi level into the bulk gap.

More extensive observation and the distinction bet-
ween gapless helical edge states and insulating bulk
states is possible in the experiments involving hybrid
superconducting  topological insulator  devices.
This experimental set-up allows one to find Majorana
zero modes which can be beneficial for quantum com-
putation [30]. Strong signatures of helical liquid states
can be found by observing perfect Andreev reflec-
tion in superconductor quantum spin-Hall insulator—
superconductor junctions using InAs/GaSb. In 3D
materials, it is an even more challenging task to differ-
entiate the bulk and edge contributions to the transport.
Therefore, angle-resolved photoemission spectroscopy
(ARPES), where a probe that couples mainly to the sur-
face is used to detect the quantised edge conductance
[31]. The spin polarisation of the surface states can be
detected by analysing the energy, momentum and spin
of electrons ejected from high-energy photons.

The emergence of different quantum phases discussed
in this study can be realised by probing these devices to
different length scales. Observing the transport proper-
ties of the edge states and bulk states of the samples
for different length scales, one can identify the HLL,

TS and Ising phases studied in this work. The dominant
edge transport can be observed only when the system is
in the TS phase and the dominant bulk transport can be
observed when the system is in either the HLL or the
Ising phase.

7. Conclusion

We have presented a detailed study of emergence of
quantum phases at different length scales by solving
quantum BKT and whole set of RG equations. We have
observed the emergence of topological superconduct-
ing phase, Ising phase and also the helical Luttinger
liquid phase from these quantum BKT equations. Here
there is no evidence of Majorana—Ising transition. How-
ever, Majorana—Ising transition is found in the study of
emergence of quantum phases for the whole set of RG
equations. We have also presented the Majorana—Ising
phase boundary from the analysis of the scaling relations
between two fields. We have shown explicitly the impor-
tance of Luttinger liquid parameter and the condition
between the couplings which result in the emergence
of different quantum phases for different length scales.
This work provides a new perspective on the study of
the topological state of quantum matter.
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Appendix A. Derivation of RG equations for the
model Hamiltonian

We consider the bosonised model Hamiltonian with
gu = 0 after rescaling the fields,

P
YUK
and
o' = VKo.

Now the model Hamiltonian can be rewritten as

v N N K ’
H = E[(axtb) + (0x0)7] — 1y —0x0p
T

-I—E cos(vVa4nr K¢') — A cos (,/ 4—n9/> . (A
T T K

where 0(x) and ¢ (x) are the dual fields and K is the
Luttinger liquid parameter of the system. Writing the
Lagrangian using the Hamilton’s equations,

1

00" = ——d,¢'
v
and
/ 1 /
0xp’ = —— 0
v
leads to

Ly =Ny’ — Hy = 31w~ @9 = v(@:9)’),
LY =Myd0' — Hy = Lo 18,0/ — v(3.6)2].
(A2)

Thus, the complete form of £y = E(()¢) + [,(()9) in terms
of imaginary time, i.e, T = if, can be written as

Lo = —%[v—l(af¢’)2+v—1(ar9’>2+v<8x¢’>2

+v(8,6")?].
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Lagrangian of the interaction terms Liy; = — Hiy¢ are
j K B
Ling = R —0;0" — —cos(V4r K ¢')
vV b4
A dr
+—cos —0"]. (A.3)
/4 K
Now we write the partition function Z as
Z= / D¢Doe SEP-01 (A.4)

where
Sg = /d‘L’ dxL = /d‘L’ dx (Lo + Lint)

is the Euclidean action. Thus, we have
A 2
d
Z:fquDQ exp —/ —wla)l (@)
—A 2 2K

2
+ @) + / dr (ﬁim)]

Now we divide the fields into slow and fast modes and
integrate out the fast modes. The field ¢ (v) = ¢5(7) +
¢r(t)and 0(t) = 0;(t) + 07 (1), where

(A.S)

Al Qe .
6y(x) = / e ),
—A/b JT

67(0) / 99 -0t )
— g w
/ A/b<|wog|<A 27

A/b d )
0y(1) = f LemioTg (),

—A/b 2w

do _.
Qf(r)zf —e "0 (w).
A

/b<|wn<A 270

Thus, Z can be written as

Z= /msmfpesmf

w55 (@5.05) o =Sy (B r.07) a—Sint ($.60) (A.6)
Now the effective action can be written as
Seff((psw 9s) = Ss (¢s, es)
— 1n<e_Sml(¢ﬂ9)>f' (A.7)

Writing the cumulant expansion up to the second order,
we have

Seff(¢Sa es) = Ss(¢Sa es) + (Sint(¢» 9)>f

1
= S USH@. )y = (Sm(9, )} (AS)
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At first, we calculate the first-order cumulant expansion 1 / drd /<_ ILA (8. (7) cos(VATO(T')))
; v/
Sin ,0 =/[d 0:0
Sinc(9, 00 1 / t< N >f — (3:0(1)) <cos<m9<r’>>>)
+ [ o oA, 5 [ e df'< B cos(vame (2)dg ()
2 Tu/m

— /drémos(\/ﬂe(r))) (A.9)
n I T (cos(VATg(1))) (af«/)(r/»)

The second term can be written as

1 BA
(S5 (s, 67)) -3 / drdr(—?(cos(«/ﬂmr))cos(«/ﬂe(r’)»
B .
= /dr (;) /D¢f‘5f[¢”cos(x/ﬂ¢(r)) —(coswﬂ(p(r)))<cos(\/Ee(r’))>)
B ; _ [ dodr K
=5 dr {e’m"’f(f)e Jr 525 o +H.c.} —%/dr dt’< EA\/_ (cos(VATH (1)) (z)))
~ B
=b K/df <;> COS[\/E S(T)]. —<COS(\/4_7T9(T))> <8‘L’/¢(t )>)
Similarly, for coupling A we have 1 / dr dﬂ( AB ,
—— — = (cos(VAm (1)) cos(VAm ()
2
(SA(05,07)) = b~ VK / dr (é) cos[V4r b, (7)]. ’ "
n N —(cos(«/Ee(r)))(cos(«/Eqs(r’)))). (A.12)

Thus, the first-order cumulant expansions can be rewrit-
ten as

(Sm@. 00 =% [ ar (gcos(«/ﬁ s<r>>)
—p VK / dr (% cos(«/ﬂ@s(r))) .

Now we calculate each term separately. B2 term can be
written as

2
—% / dr dﬂ(%(cos(«/zﬁqs(r)) cos(VAT g (')

—<cos<M¢<r>>><cos<«/E¢<r’)>>)

(A.11)
2
Now we calculate the second-order cumulant expansion — _B — [ dr dt'[cos V4 [ (T) + b5 (z))]
which has the following terms: 3
. : x (e~ 27 (@r(O+er ) _ eon[<¢,-<r)>+<¢,-(r/)>])]
~5 (820 = (sl = =3 [ drar 2
/
X ~5— [ drdlcos Van[gs () — ¢s(t)]
n /
- 0r 0 0/
X ( =7 (0:6 (D) = (3:0 (D) (I d (7 ))) (o @r@=0,@)) _ —mtlgi@)+{eian,
1 B?
—E/dr dr’ (—2(005(\/4n¢(t))cos(\/4n¢(t/))) (A.13)
T

—(cos(vVar ¢ (1)) (cos(VAm P (7' )))) The correlation function can be calculated as
2
—% / drdr’ (%@os(«/ﬂe(r)) cos(v4m0(1'))) 6*2”<(¢.f(f)+¢’f(T/))z):b—‘”(’
27 D—p ()’
—(cos(v/4mO(1))) cos(«/ﬂ@(ﬂ))) ooy
- [arer (L2 o cosamorry  and
X (0:6(1)) — (cos(x/Am (7)) 2B @B EON _ -2k
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Thus, by setting t/ — 7 we have Similarly, one can also follow the same procedure for
A? term.
1 ’ B’ / 1 A?
-3 / drdr (;(om(\/ﬂqb(r)) cos(Vamp (1)) -3 / dr dr/<;<cos(\/ﬂe(f))cos(\/ﬂe(r’)»
—<cos(JE¢(r))><cos(«/E¢(r’))>) —(cos(\/EQ(f)))(COS(%Q(I/))))
B? 2
=53 dr[cos[Z«/E 5(7)] = 4%(1 — b= Ky / dr(9:6,)°. (A.19)

_ _ 1 _
x (b~ —p=2Ky + |:1 - 5(8I¢s)2] (1-5b ZK)]- Now we calculate Aiu term,

Al4)
_E/drd‘c'< — f (cos(v/4m0())0,0(1))
H h
ere e e —<cos(~/ﬂe(z))>(aﬂ9(r/)>>
d .
1 COsIVAT ($5(7) — (7)) = 2 4z de'[(cos| VAT (1)1 (30 64 (7)
2rv/m
= — sin[V47 (¢5(7) — ¢ (z)))] ( "x). (A.15) +0./07("))]
Al
2 - dt dz'[{cos[v/4m 0 (2)]) (3,05 ()
dd—,2 cos[V/47 (s () — s (T))] 2mvy/m
’ ” +00:07(t")]
= — cos[V4T (s (7) — s (/)] ( TS) _ 27:5; dr d'[(cos[V/4m0(1)]d.0(')].
2
T Sin[VAT (65 () — ()] (—F",’;) L (A16) (A-20)
The correlation function (cos[~/476(1)]d,/6 (7)) can
be calculated as
Ast — 1/
(cos[\/_é’(f)]a 05 (1))
2 . /
- (?ff) : (A17) = lim 2z€f8 (VT cos[ /A6 (0)])

= —2./7 sin[/476,(1)]0 (0 ()6 f(r))e‘2”<9.?(’>>.
Thus, we have cos4r[¢s(t) — ¢s(t)] = 1 — (A.21)
%(aﬂps)? The first part of the second term is field-
independent. This term can be neglected and we remain  Thus, we have
with

_ i’l‘f dr dt’ sin[v/470, ()13, (0 ()05 (1))

2
! / dr dr/<B—2(COS(~/4n¢(r))COS(~/4JT¢(I/))> ~27(62(0))
2 b4 X €

—<cos(«/H¢(r))><cOs(JE¢(r/))>> — i’“ dt sin[/47 6, (r)]( lnb)
2 —27(— > 1n
= f?(l zrz’()/clr(afqbs)2 xe T
- ZAZZ" /dr Sin[v/476, (1)](e X P — 1)(e~ ¥ In?)
——Z(b—“K —b_ZK)/df cos[v/167 ¢ (7)]. v
2w A

A18) = 52,0 —b‘”K)/dr cos[v/4m b (1)].
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Thus, the combined Aip and i u A terms is

1 /
_E/dt dr< nvf
—(cos(v/4mO(1))) (8,r9(t/)>>

17Ky / dt cos[v/4m6,(7)]. (A.22)

(cos(V4m0(1))d,0(t))

A
——ZEa-b
TV

In the case of Bi u, the correlation function (¢  (7)0 7 ("))
is

(DO (th)
= ((prt +bLY) (DRy — BLY))
=(PR1 PRy —PRYDL TBL PRy —DLL D1 )=0.(A.23)

Thus, the combined Biu and iuB terms are equal to
zero. Now, we calculate the term BA,

—% / drdr(—i—f(oos(«/ﬂmr))cos(«/ﬂe(r/)»

—(cos(m¢(t)))(cos(\/EG(t’))))

BA
4 A2
s (e 2 (@467 ()" _
BA
+47
x (e—Zﬂ((¢/'(T)—9/'(T'))

dt dt'[cos VA [¢s(T) + O5(T))]
e 2B @Oy,
dr dt'[cos VA [¢s(T) — O5(T))]

5 _ e 2B+ OFEN]yy

(A.24)
Here the correlation function,

=27 (@7 (%07()?)
— o2 @F@O)HOFENE2D (D)0 (7))

We know that (¢ ¢ (7)07(z")) = 0. Thus, we have

e—zn((qa_f(r)ief(t/))Z) _ e—2n[(¢§(r))+<9}(r’))l_
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These two exponentials cancel each other making the

whole term zero. Thus, the first- and second-order cumu-
lant expansions can be rewritten as

(Sint(¢, 0)) f
= b_K/dr (g COS(W%(T)))
_p UK /df (3 cos(ﬂes(r))>,

1 2
— 5 ((Sin) —

(A.25)
(Sint)?)
_ %(1 _pK) / 47 (3,

_ %22(19—4’( — b 2Ky / dt cos[v/167 ¢ (7)]
~2/K) / d (9.6,

17Ky / dt cos[v/4m0,(1)]. (A.26)

A2
+ m(l —-b
— %(1 — b~
Now we rescale the first- and second-order cumulant

expansions by replacing t = bt/, w = &'/b, ¢5(t) =

¢'(¢) and ¢ () = be/ ().
(S (¢, 0)) y = b>K [ dr/ (g cosqus/(r/)))

_pE [dr’ <$ cos(JEQ/(r/))), (A.27)

1
2<<s12m> (Sint)?)

BZ
— 4_2(b2 _ bZ—ZK) / dT,(a-[/qs/)z
s

2
B %(bz—u _bz—zk)/df/cos[\/16n¢/(f/)]

AP o a2 "2
+ — (" —=b"%) | dT'(8,0")
472
A
— SR W -2 [ dr cos[VATO' ()],
w2y
(A.28)
Comparison of B terms gives
B = Br* K.

We put b = e and expand the exponential up to second
term, i.e., e = 1 + d/. Then,

B' = B[l + (2 — K)dl],
— B+ (22— K)Bdl.
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We define B — B = dB. Thus, we have

d—B:(Z—K)B.

1 (A.29)

Comparison of A terms gives

A
A = A>Ty — 2E B2 27
v

_ A(e(2—%)d1) _ M(emz _ e(Z—%)dl)
v

—at(2- L aa- Bty
_ " ,

TV

Thus, the equation in differential form is

o rs)]

Comparison of K terms for ¢ field gives

(A.30)

1 1 B?
— = [1+—2(b2—b2_2K)]

K’ K 47
1 B? B
== [1 + m(ezdl _ el 2K)dl)]
1 N B2
K 2n2

Differential form can obtained as
d (1Y) B?
di\K) 2n?%

dk  B*K?

d—  2m?’

Similarly, for 6 field,
2

A’K
K'=K+ — (b* — p* 25
T

dl.

(A31)

A%K >
K4 m(eZdl — @7l
AZ
=K + —=dI.
272

The differential form is

dk A2 (A32)

d 272 '
Thus, the complete form of the differential equation for
K is

dK

U (A.33)

1 2 2 2
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Thus, we obtain the whole set of RG equations,

dB =2—-K)B

dl '

dA 1 7

Ll = (1 —) .

dl [ K * v ]

dK 1

o= F(AZ B*K?) (A.34)
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