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Synopsis

Cosmic Dawn (CD), beginning with first light from the first stars and ultra-faint galaxies, and Epoch
of Reionization (EoR), resulting in almost complete reionization of the primordial gas, marks an
important period in the cosmic evolution of baryons. There is considerable uncertainty and limited
observational constraints on the evolution of thermal and ionization state of the intergalactic medium
(IGM) in this period as well as on the nature of the first sources of light that caused the transformation.

One of the most promising probes of these epochs is the rest-frame global 21-cm signal of neutral
hydrogen (HI) produced by the intergalactic medium (IGM) prior to the end of the EoR at z∼ 6. The
intensity of the signal is tied to the star formation history as well as to the ionization and thermal
histories of the IGM. Hence, its measurement will bracket astrophysical properties of the first UV and
X-ray sources including the ionizing efficiency of first stars and quasars, luminosity and spectra of
the first population of black holes, and properties of dark matter particles. At present these properties
are poorly understood allowing for a large variety of plausible 21-cm spectra.

Since it is a global signal, high spatial resolution is not needed and a well-calibrated and efficient
single-element radiometer can achieve the required sensitivity to detect the signal in a few minutes.
However, the detection of the signal is challenging owing to multiple reasons: the signal is predicted to
be extremely weak, with maximum amplitude less than a few hundred mK in brightness temperature,
smoothly varying over a wide frequency range from about 200 MHz all the way to below 40 MHz,
and buried in Galactic and Extragalactic foregrounds of 100−10,000 K.

The SARAS 2 radiometer was purposely designed to detect the global 21-cm signal. SARAS 2 has
been designed to have (i) a telescope beam that is frequency independent so that structure in the fore-
ground sky brightness does not result in any spectral shapes in the response, and (ii) a receiver transfer
function and internal systematics—both multiplicative and additive—that are spectrally smooth so as
to allow a separation of foregrounds and systematics from the predicted global cosmological 21-cm
signals.

In this thesis, we describe the radiometer, data modeling for foregrounds and systematics, and de-
rive constraints on EoR from night sky data from SARAS 2 observations. We also discuss alternative
means of detecting the global 21-cm signal using interferometers.
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Synopsis

Chapter 1: Introduction
In Chapter 1, we begin with an overview of the ionization and thermal history of the Universe empha-
sizing the physics of dark ages, cosmic dawn and epoch of reionization. We discuss the open questions
related to the nature of first sources of radiation, the timings of different processes during CD/EoR
and the mechanism of reionization itself. We briefly discuss the major observables for these epochs,
namely cosmic microwave background, Lyα emitters and quasars, and the constraints on ionization
history placed from them. This is followed by an introduction to 21-cm physics, and its application
to the study of CD/EoR. We discuss the theoretical expectations for the spectrum of the global signal,
along with its possible variations. We conclude with the challenges in the detection of the signal and
ongoing experiments attempting to detect the signal.

Chapter 2: SARAS 2: A Spectral Radiometer for probing Cosmic Dawn and
the Epoch of Reionization through detection of the global 21-cm signal
Critical to detecting the 21-cm signal is the manner in which the sky signal is represented through
the instrument. It is of utmost importance to design a system whose spectral bandpass and additive
spurious signals can be well calibrated and any calibration residual does not mimic the signal. In this
chapter, we introduce Shaped Antenna measurement of the background RAdio Spectrum (SARAS),
which is an ongoing experiment that aims to detect the global 21-cm signal. Here we present the
design philosophy of the SARAS 2 system, followed by a discussion of the SARAS 2 architecture
and dedicated algorithms developed for data processing. We discuss its performance and limitations
based on laboratory and field measurements. Laboratory tests with the antenna replaced with a variety
of terminations, including a network model for the antenna impedance, show that the gain calibration
and modeling of internal additive signals leave no residuals with Fourier amplitudes exceeding 2 mK.
Thus, even accounting for reflection and radiation efficiency losses in the antenna, the SARAS 2
system is capable of detection of complex 21-cm profiles at the level predicted by currently favoured
models for thermal baryon evolution.

Chapter 3: SARAS 2 Observations, Data and Constraints on EoR
This chapter deals with details of the site survey conducted to select a suitable site where SARAS
2 may be deployed, the observations, the methods employed for data modeling and the constraints
derived from the data on plausible global 21-cm signals. We begin with the results of the site-survey,
which was conducted to characterize the radio frequency environment of the several remote sites in
India. This is followed by a description of SARAS 2 observations carried out at Timbaktu Collective,
Andhra Pradesh, India. We use 63 hr night time observing of the radio background in the frequency
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Synopsis

band 110-200 MHz with the radiometer deployed at the Timbaktu Collective to derive constraints
on EoR. We employ Bayesian and frequentist approaches, and reject the theoretically allowed 21-cm
signals which are inconsistent with the SARAS 2 data. We have been able to rule out roughly 10% of
the theoretically plausible models for the signal, and place limits on the X-ray efficiency of the first
sources and the rate of reionization. All the rejected models share the scenario of inefficient heating
of the primordial gas by the first population of X-ray sources along with rapid reionization.

Chapter 4: On the detection of Global 21-cm signal from Reionization using
interferometers
In this chapter, we look at alternative means of detecting the global 21-cm signal using interferom-
eters. Modeling of receiver noise with mK accuracy and its separation remains a formidable task in
experiments aiming to detect the global signal using single-element spectral radiometers. Interferom-
eters do not respond to receiver noise; therefore, we explore the theory of the response of interfer-
ometers to global signals. We proceed by first deriving the response to uniform sky of two-element
interferometers made of unit dipole and resonant loop antennas, then extend the analysis to interfer-
ometers made of 1-D arrays and also consider 2-D aperture antennas. Finally, we describe methods by
which the coherence might be enhanced so that the interferometer measurements yield improved sen-
sitivity to the monopole component. We conclude that (a) it is indeed possible to measure the global
21-cm from EoR using interferometers, (b) a practically useful configuration is with omnidirectional
antennas as interferometer elements, and (c) that the spatial coherence may be enhanced using, for
example, a space beam splitter between the interferometer elements.

Chapter 5: Conclusion
We conclude with the current status of 21-cm cosmology. We discuss the upper limits on the 21-
cm power spectrum placed by interferometric experiments worldwide, including results from GMRT,
LOFAR, MWA and PAPER. We then summarize the salient features of the SARAS 2 radiometer and
its constraints on EoR via observations aimed at detecting the global 21-cm signal. We also describe
the constraints on CD/EoR placed by other experiments targeting the the global 21-cm signal. The
results from SARAS 2 that rule out a class of CD/EoR scenarios are placed alongside constraints on
Gaussian-like absorption features by LEDA and limits on the duration of reionization by EDGES.
Finally, we also discuss the recent reported detection of an unexpected signature from cosmic dawn
by EDGES and summarize the attempts to find a theoretical explanation for the signature. We then
summarize the salient features of SARAS 2 radiometer and its constraints on EoR. We end with an
indication of the path forward for SARAS based on the experience gained in this thesis work and the
status of the field.
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Chapter 1

Introduction

Whence all creation had its origin,

he, whether he fashioned it or whether he did not,

he, who surveys it all from highest heaven,

he knows - or maybe even he does not know.

-Nasadiya Sukta, Rig Veda

A paper titled “A Measurement Of Excess Antenna Temperature At 4080 Mc/s” appeared in the
Astrophysical Journal Letters in 1965 [124]. The authors reported an excess temperature of 3.5 K in
the measurement of effective zenith noise temperature of their radiometer. The paper, according to one
of the authors, consisted of “bare-boned account of our measurement —together with a list of possible
sources of interference which had been eliminated”. The modestly titled paper grabbed the interest of
the cosmology community and triggered similar measurements and plausible theoretical explanations
for its origins. The most widely explanation hailed it as the first detection of cosmic microwave
background radiation (CMB), being predicted more than two decades [34]. 1960s thus heralded an
era of observational cosmology with increased interest towards CMB spectral measurements and its
predicted spatial anisotropies.

Fast forwarding to present, we have witnessed high precision cosmological observations enabled
by innovative design of instruments. Experiments like COBE [87], WMAP [65] and Planck [126]
have significantly enhanced our understanding of the evolving Universe. These include, but are not
limited to, estimates of cosmological parameters, shape of the matter power spectrum, amplitude
of the initial density perturbations, geometry and dynamics of the Universe, properties of neutrinos
and details of recombination [157]. However, there are aspects in cosmology which are far from
being understood completely. The questions range from the nature of dark matter and dark energy
[20], inflationary energy scale [32] to formation of first stars and galaxies in the Universe [19]. The
next generation of instruments are being custom designed to enable us to answer these long-standing

1



questions and deepen our understanding of the Universe. The present thesis addresses questions
related to the formation of first stars and galaxies using SARAS 2, a dedicated radiometer for studying
the emergence of first sources of radiation, and consequent evolution of the Universe.

1.1 Ionization history of Universe
The ionization state of the Universe has undergone significant evolution from the Big Bang to the
present. The Universe was initially a dense, hot soup of plasma where matter and radiation were
in thermal equilibrium with each other. When the rate of an interaction fell below the expansion
rate of the Universe, the interacting species would decouple from equilibrium. Matter and radiation
decoupling took place around 380,000 years after the Big Bang. This is the time when the average
energy of the photons, in the tail of their energy distribution, became insufficient to cause ionization
of hydrogen atoms, which were formed as a result of electron capture by protons. This was the
first change in the ionization state of the Universe and this period is referred to as the epoch of
recombination [123]. The photons, after matter-radiation decoupling, free-streamed and constitutes
the cosmic microwave background, which we observe today.

The Universe continued to be neutral for a long time since the energy of the CMB photons was
insufficient to cause the ionization of atoms. This period is referred to as the dark ages. At this point,
collapsed structures had not yet formed from the growth of primordial density perturbations, and
the matter and radiation temperatures were falling with time. However, the density perturbations in
the matter field, believed to have originated as a result of quantum fluctuations during inflation, were
continuously growing. Eventually, the gravitational instability led to collapse of the overdense regions
forming the first structures. This was followed by the emergence of first sources of radiation, marking
the era of cosmic dawn (CD). The ultraviolet (UV) photons from these sources started ionizing the
Universe. Over a period of a few hundred million years after the big bang, the Universe was ionized
again. We call this period the epoch of reionization (EoR) [8]. The Universe has continued to be in
an ionized state from the EoR to the present.

1.2 Understanding the Dark Ages, Cosmic Dawn and EoR
The dark ages is a term that captures the period between the epoch of recombination and the emer-
gence of the first sources of radiation. Observations of this epoch are extremely useful for constraining
fundamental cosmology since structure formation is still in the linear regime. Further, observables are
still not contaminated by model dependent astrophysics. Thus observations of this epoch would be
extremely useful in recovering basic cosmological parameters, similar to the manner in which the
CMB is a probe. The advantage of cosmology from dark ages is that since radiation is decoupled,
fluctuations in the matter power spectrum are preserved even at very small angular scales that are not
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accessible with CMB since photon diffusion wipes out such fluctuations [52].
Cosmic dawn followed the dark ages and marked the emergence of the first sources of radiation

in the Universe [136]. This was the time when astrophysics became important and any observable
signature from hereon would hold information on the formation and evolution of the first sources.
Cosmic dawn was followed by reionization where the neutral hydrogen fraction started decreasing
significantly globally. However, there is no clear demarcation between completion of cosmic dawn
and the onset of reionization. It is a continuous period in which the sources form, heat and ionize the
intergalactic gas leading to an ionized Universe [82].

1.2.1 A basic picture of reionization
Reionization, and the preceding cosmic dawn, is an exciting intersection between cosmology and
astrophysics. Thus any study of CD/EoR is motivated by understanding of the properties of the first
stars and galaxies and physics of the intergalactic medium (IGM), since their nature at high redshifts
is very poorly constrained by current observations. In Sec. 1.3, we discuss observations that have
placed useful constraints on reionization; however these constraints still allow for a large range of
plausible astrophysical scenarios.

We now sketch a basic picture of the reionization which is consistent with current observations [81,
93]. The density perturbations, believed to be seeded during the inflationary epoch, grew with time
and the resulting gravitational instability caused collapse of overdense regions leading to formation
of structures. A fraction of collapsed structures, which we refer to as halos, formed the first sources
of electromagnetic radiation. UV photons emitted by ultrafaint galaxies containing the first stars that
became these sources ionized the neutral medium around them, creating regions of ionized gas around
the sources. However, due to the competing recombination process, the extents of the ionized regions
were limited. We call these regions “ionization bubbles”. We thus have a scenario where small
pockets of the IGM are ionized but the Universe is globally predominantly neutral. This is referred to
as the pre-overlap phase.

With time, the ionization bubbles grow, and at the same time more bubbles form due to grav-
itational collapse of other regions. This eventually leads to overlap between neighboring ionized
regions, which significantly increases the mean free path of the ionizing photons. This is an acceler-
ated growth of the ionization where the neutral fraction of hydrogen starts to decrease at a global level
and is known as the overlap phase. High density neutral regions are the last to ionize, when ionizing
photons from all directions increase the ionization radiation flux. This completes the reionization
process [57]. All these processes are shown in Fig. 1.1.
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Figure 1.1: The schematic shows the timeline of the evolution of the Universe, with a focus on dark
ages, cosmic dawn and reionization [138].

1.2.2 Motivation for studying Cosmic Dawn and EoR
The environment in which the first galaxies formed was significantly different from that of the local
Universe. The early IGM was devoid of heavy metals, which get ejected into the medium due to
supernovae explosions. Further, the effect and dominance of various feedback processes in the early
Universe is also poorly understood [45]. For example, the ionizing radiation from the first stars might
suppress hydrogen molecule formation, which is necessary to form stars and thus has implications on
structure formation. Consequently the masses, spectral behavior and radiation flux of early sources
are assumed to be simply extrapolations from the relations for the local Universe. However, all these
relations can have non-trivial redshift dependence [73, 36].

To highlight the uncertain astrophysics, let us consider the formation of halos that can support star
formation. The process of gravitational collapse of an overdense region is accompanied by heating
of the gas. In order to continue collapsing, a cooling channel is needed that can carry away the heat
thus enabling the gas to collapse further. In the local Universe, the most efficient agents of cooling
are the metals which cool the gas through radiative transitions. Since the early Universe is devoid
of heavy elements, the major channel of cooling would be atomic or molecular [60]. The cooling
channel decides the minimum mass of the halo which can enable star formation. More efficient the
cooling, lower is the mass threshold, and hence earlier is the star formation. Similarly, for a collapsed
halo that is forming stars, the fraction of baryons that go into star formation (star formation efficiency)
is equally uncertain. Further, the flux of ionizing photons emitted from the sources and the fraction
that may escape the halo, also called the escape fraction, are not known for the early Universe [175].

Thus, assuming a wide range of minimum halo mass for star formation, along with varying star
formation efficiency, ionizing flux and escape fraction, we can create scenarios for formation of first
sources of radiation that are all theoretically plausible [29].
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Another poorly understood aspect of CD/EoR is the timing of different processes. This period is
characterized by three major events [134]:

• Formation of first stars and consequent emission of Lyα photons,

• Onset of heating of IGM by X-ray sources, and

• Ionization of neutral hydrogen by UV photons.

All these processes can have substantial overlap in time. Further, the timings of these events depend
strongly on the redshift of formation of first sources of radiation, their spectral behavior and on which
feedback processes are active and when. Currently, the last phase, reionization, is better constrained
observationally, as discussed in Sec. 1.3. However the earlier processes are believed to have occurred
at much higher redshifts and hence have very few observational constraints.

The last aspect of CD/EoR is the mechanism of reionization itself. Although different numerical
simulations agree on a basic picture for the mechanism, we still have unanswered questions. For
example, whether low density regions were ionized first followed by high density regions or vice-
versa [107]? Similarly, whether reionization occurred in a single step or was a multi-step process
[23, 168]? We also do not know with confidence as to what were the primary sources that caused the
reionization; could galaxies reionize the Universe and whether AGNs contributed significantly [94,
83, 117]? Finally, how rapid or gradual was the reionization [13, 26] and how patchy or homogenous
was the process over large spatial scales [39, 38]? While the rate of reionization depends on the
ionizing flux and escape fraction of ionizing photons, the patchiness depends on the mean-free path
for the ionizing photons. E.g., if the reionization occurs primarily via X-ray photons, it would be
more uniform throughout compared to the scenario where ionization occurs via UV photons, which
is a more plausible scenario.

1.3 Probes of reionization
Given all these uncertainties about a) the nature of first sources of radiation, b) timings of different
processes, and c) the mechanism of reionization, there is a strong case for looking at observables
that can place constraints on the nature of ionizators or the properties of the IGM [42]. Thus, in this
section, we discuss different ways by which we can place observational constraints on CD/EoR.

1.3.1 Quasars (Quasi-stellar objects/QSOs)
Quasars spectra were the first probes of reionization; observations of high redshift quasars established
that we reside in a predominantly ionized Universe [59]. Resonant Lyα absorption by neutral hy-
drogen along the line-of-sight can place upper limits on the neutral fraction of hydrogen. Because
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of the large cross-section of interaction, even a small neutral fraction can attenuate the QSO flux to
almost zero giving rise to what is called Gunn-Peterson (GP) trough. Quasar surveys at different
redshifts show the GP trough at and after z ∼ 6, as shown in Fig. 1.2 [12, 43]. These observations
imply the completion of reionization by z∼ 6. GP method can only place upper limits on the neutral
fraction since a tiny fraction of neutral hydrogen, of about 10−3, is sufficient to absorb all the flux for
wavelengths shorter than Lyα [101].

Another way to constrain the neutral fraction of hydrogen is to look for transmission at Lyα , which
is seen as spikes in the spectrum and appear due to ionized regions in-between the neutral regions [6].
These are referred to as dark gaps. These gaps get longer with redshift, as expected for increasingly
neutral IGM. However, there is also a substantial variation between different lines of sight, pointing
to an inhomogeneous reionization process. Numerical simulations then can be employed to get the
best match with the observed dark gap distribution and hence compute the resulting neutral fraction
[118].

1.3.2 CMB
The CMB temperature and polarization power spectra show the state of the Universe at the epoch of
recombination. Additionally, owing to the presence of a quadrupole anisotropy in the ambient CMB,
the free electrons generate secondary polarization in the CMB at large angular scales via Thomson
scattering [42, 135]. The resulting optical depth also suppresses the temperature anisotropies of CMB
at small scales, which is reflected in the temperature power spectrum. The latter is degenerate with the
scalar/tensor ratio for the primordial perturbations. However, the polarization power spectrum helps
break this degeneracy; this is shown in Fig. 1.3.

The polarization introduced by the free-electrons is also referred to as the “reionization bump”,
since it shows up at large angular scales as excess power [66]. This enables computation of the optical
depth, τ , that can constrain the redshift of reionization, but in a way that is dependent on the ionization
history. The latest Planck results place the best estimate of τ at 0.058± 0.012 [127]. Since this is
an integral measurement, the actual redshift of reionization is model dependent. For the scenario of
instant reionization, the transition redshift is zre = 8.8±0.9 [127].

Another EoR imprint on the CMB power spectrum appears at small angular scales. The bulk
peculiar velocities of electrons introduce Doppler shifts in scattered CMB photons. Since the peculiar
velocities of electrons and the ionization fraction of hydrogen depend on local density fields, the
mechanism leads to temperature inhomogeneities at small angular scales [22]. Current upper limits
on this imprint, referred to as the kinetic Sunyaev-Zeldovich (kSZ) signal [161], places an upper
limit on the duration of reionization. The SPT-SZ survey placed an upper limit on the duration of
reionization, ∆z < 5.4 [55].
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Figure 1.2: The spectra of 19 SDSS quasars between 5.74 < z < 6.42. Using this sample, evolution
of the ionization state of IGM is found to be accelerated at z > 5.7. Further, the mean length of dark
gaps shows the most dramatic increase at z∼ 6. The observations infer the completion of reionization
by z∼ 6 [43].

The CMB is complement to the other probes since it is sensitive to ionized gas, while most of the
other probes, e.g. Lyα and quasars, are sensitive to neutral gas.

1.3.3 Lyα Galaxies
There are two groups of galaxies whose observations constrain EoR. The first is Lyα emitters (LAEs),
which have significant emission at Lyα wavelength (rest frame wavelength: 1216 Å). They are gener-
ally high star-forming galaxies. The second is Lyman break galaxies (LBG). These galaxies are bright
in wavelengths above the Lyman Limit (rest frame wavelength: 912 Å); however become extremely
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Figure 1.3: Polarization (zero curl) or E-mode power spectrum of CMB. The excess power at low
multipoles/large angular scales arise due to Thomson scattering between free electrons and the CMB
quadrupole. The power amplitude depends on optical depth as shown by different solid lines. The ad-
vantage of polarization power spectrum is that its amplitude and the optical depth are not degenerate.
Thus change in the amplitude value, shown by red dotted line, cannot create the low multipole bump
[137].

dim or “drop-out” at the Lyman Limit [106].
At redshift z> 6, there is a significant reduction in the Lyα flux from Lyα emitters. There is almost

no evolution in the Luminosity Function of LAEs between z ∼ 3 and z ∼ 5.7, but a sharp decrease
after z∼ 6 [85, 68]. This is precisely the redshift where QSO observations indicate the completion of
EoR. The suppression of Lyα can be explained as caused by the presence of neutral hydrogen in IGM
at z > 6, where the large optical depth makes the IGM opaque to Lyα photons [70].

Another technique is to compute the Lyα fraction of Lyman break galaxies, i.e. the fraction of
LBGs where spectroscopic observations show Lyα emission line with effective width larger than some
threshold [35]. This exercise shows an interesting trend as a function of redshift: the Lyα fraction first
increases at higher redshifts upto z ∼ 6 and then suddenly drops at z ∼ 7 [113]. While the increase
in the fraction can be attributed to reduced dust and hence enhanced escape of Lyα photons, the
reduction is consistent with presence of neutral hydrogen in the IGM at z > 6 [37].

Both the techniques hint at a global neutral fraction for hydrogen to be & 0.5 at z ∼ 7 [69]. In
Fig. 1.4, we show the constraints on ionization fraction from all the three probes discussed above.
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Figure 1.4: Joint constraints on the neutral hydrogen fraction at different redshifts. The circles rep-
resent constraints from quasar dark gap fraction in the spectra. The square shows the constraint from
CMB optical depth to reionization. The stars represent the constraints from Lyα emitting galaxies.
The figure is adapted from [35].

1.3.4 21-cm radiation from neutral hydrogen (HI)
Arguably, the 21-cm spin-flip transition of neutral hydrogen is one of the richest probes of CD/EoR
and provides a direct probe at each redshift. This is enabled by the fact that the rest frame frequency of
this transition is 1420.406 MHz, which is redshifted by a factor of (1+ z). Thus measurement at any
frequency provides the net strength of this radiation at a corresponding redshift [7]. In comparison,
the CMB is a more indirect and integral measurement. Further, since neutral hydrogen is expected at
redshifts larger than 6, the 21-cm signal, when measured at each redshift, manifests as a continuous
signal from z ∼ 6 to higher than z ∼ 35 [132]. Thus the 21-cm measurement allows for a deeper
redshift observation compared to the other probes. In the following section, we elaborate on the
physics of 21-cm radiation and its importance in probing CD/EoR.

1.4 21-cm Cosmology
The 21-cm line radiation from neutral hydrogen was first predicted by Hendrik van de Hulst in 1944,
as originating from the transition between two energy levels in the ground state of hydrogen atom
[165]. The two energy levels correspond to the two spin states of the electron and proton, with
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parallel spins resulting in higher energy of the system (triplet state) compared to the anti-parallel
spin (singlet state). The probability of the spin-flip is very small, given by the spontaneous emission
coefficient, A21, 2.85× 10−15 s−1, which implies a timescale of a million years for a spontaneous
spin-flip. However, in astrophysical scenarios, although the density of the gas is low, the number of
hydrogen atoms is enormous and we do observe the 21-cm radiation in many regions where neutral
hydrogen is present [30].

Moving to higher redshifts, where we expect the IGM to be predominantly neutral, we can predict
the strength of the 21-cm radiation depending on the ionization and thermal state of the IGM. We
now proceed to elucidate the parameters that determine the specific intensity of the radiation, mea-
sured in units of brightness temperature, at different epochs. For this, we make the Rayleigh-Jeans
assumption, hν << kT , and hence we use temperature units (Kelvin) instead of specific intensity
(Wm−2Hz−1s−1sr−1).

1.4.1 21-cm radiation from Cosmic Dawn and EoR
For radiative transfer considerations, assume a background radiation field with temperature TR and a
foreground source temperature Tsource. Further, let the line of sight optical depth of the source be τ .
Putting it all together, the observed temperature TOBS would be [141]:

TOBS = Tsource(1− eτν )+TR(e−τν ). (1.1)

In the high redshift Universe, the background radiation field is the CMB and hence TR = TCMB.
The source, which is neutral hydrogen, is characterized by the spin temperature TS, and in this case
the source temperature, Tsource = TS. We discuss in detail the spin temperature and its dependence on
other physical processes in Sec. 1.4.4.

Furlanetto et al. [52] has derived an expression for the optical depth. We use that expression to
derive the brightness temperature of the 21-cm radiation as:

δTb = 27xHI(1+δ )

(
Ωbh2

0.023

) (
0.15
Ωmh2

1+ z
10

) 1
2
(

TS−TCMB

TS

)(
H(z)/(1+ z)

dv‖/dr‖

)
mK, (1.2)

where xHI is the mean neutral fraction of hydrogen, δ is the overdensity, Ωm , Ωb and H(z) are the
cosmology parameters denoting the total matter density, baryon density and the Hubble parameter
respectively. The last term accounts for the effect of peculiar velocities, where (dv‖/dr‖) is the
derivative of the velocity along the line-of-sight.

The brightness temperature varies across redshift, and hence frequency. At the same time, it varies
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over spatial scales and hence has a global (aka monopole or sky-averaged signal) [133] as well as a
fluctuating component [99]. While the fluctuating component can be measured as the 21-cm power
spectrum over different spatial scales and redshifts, the global component can be measured by carrying
out an absolute measurement of the sky brightness across different redshifts/frequencies.

1.4.2 21-cm Power Spectrum
The 21-cm power spectrum captures the fluctuations of the physical quantities listed in Eq. 1.2. The
fluctuations can originate from variations in a) neutral hydrogen fraction (xHI), b) overdensity (δ ), c)
spin temperature (TS) and d) velocity gradients [89]. Predictions for the fluctuations and its evolution
over redshift can be computed through N-body simulations, semi-numerical simulations or analytic
models [90]. Fig. 1.5 shows the power spectrum at different redshifts and spatial scales.

Figure 1.5: Evolution of 21-cm power at different k-modes as a function of redshift. Particularly at
low k-modes, we can see the three peaks corresponding to fluctuations dominated by Lyα photons,
heating and ionization respectively [142].
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1.4.3 Global 21-cm signal
For the monopole component, Eq. 1.2 can be reduced to:

δTb ' 27xHI

(
TS−TCMB

TS

)(
1+ z
10

) 1
2

mK. (1.3)

The two quantities that δTb depends on are a) spin and CMB temperature, and b) neutral hydrogen
fraction. The variation in neutral hydrogen fraction dominates the profile in the reionization part of
the signal, where there is a progressive reduction in the global neutral hydrogen fraction. Whereas
variation in spin temperature is the dominant determinant of the 21-cm profile at high redshifts during
dark ages, cosmic dawn and early EoR. Given the dependence of the signal on spin temperature over
a wide range of redshifts, we explore the concept of spin temperature and its dependence on the
astrophysical parameters.

1.4.4 Spin Temperature
The spin temperature is defined as the ratio of the atoms in the singlet and triplet states given by:

n1

n2
=

g1

g2
e−

E12
kBTS , (1.4)

where n1 and n2 are the number densities of hydrogen atoms in the two hyperfine levels, g1 and g2 are
the statistical weights of the two levels and E12 is the energy difference between them.

The spin temperature depends on three factors [134, 52]:

• Temperature of the background radiation field,

• Temperature of the gas, and

• Color temperature of Lyα radiation field.

Its dependence on all three factors is given by the following equation [49]:

T−1
S =

T−1
R + xcT−1

K + xαT−1
c

1+ xc + xα

, (1.5)

where xc is the coupling constant due to atomic collisions, xα is the coupling due to scattering of Lyα

photons, TR is the temperature of the background radiation, TK is the gas temperature and Tc is the
color temperature of Lyα radiation field.

As evident from Eq. 1.3, the amplitude of the signal depends on the differential between TS and
TCMB. Thus the signal is expected to be zero whenever the spin temperature is strongly coupled to the
background radiation temperature.

12



At high redshifts in the post-recombination era, where gas densities are relatively high, there are
mechanisms through which TS can couple to gas temperature TK . Collisional coupling can result in
TS = TK . However, by redshift z ∼ 30, collisional coupling becomes insufficient. Wouthuysen-Field
effect is another way by which TS couples to TK at these redshifts [49]. In this case, Lyα photons from
the first sources of radiation can excite the electron in the hydrogen atom from one of the hyperfine
states to the central 2P hyperfine state. While spontaneously re-emitting the Lyα photon, the electron
can come down to either the singlet or triplet ground states and hence has the potential to effect a
spin-flip transition.

Detailed analysis shows that Lyα photons can couple the spin temperature to the color temperature
of the Lyα radiation in the vicinity of the resonant line. Due to the high optical depth of the line, there
is a larger scattering of Lyα photons which causes photons in the vicinity of the Lyα line to be in
equilibrium with TK , hence resulting in TC ∼ TK . Therefore, the Wouthuysen-Field effect can result
in TS = TC = TK [134].

1.4.5 The shape of the global 21-cm signal
Following Eq. 1.3, we can now make predictions for the brightness temperature of the global signal
in different redshift regimes. We also describe different turning points that we expect in the signal
spectrum. We study the signal profile in different epochs, and in these different epochs there are
different physical processes determining the evolution of the signal with redshift. The detailed physics
of the processes are covered in [51, 133]; we provide a brief summary below. A vanilla model of the
signal is presented in Fig. 1.6.

1.4.5.1 From the Epoch of Recombination through the Dark Ages

During this period, the IGM is mostly neutral. Hence only TS and redshift decide the amplitude of the
signal. To start with, baryonic matter and radiation temperatures are tightly coupled through scattering
off the residual free electrons that survive following recombination. Thus TS = TK = TCMB and the
signal is zero. This scenario breaks down when the proper density of the residual electrons is not
sufficient to maintain the coupling between matter and radiation. However TS continues to be coupled
to TK because of strong collisional coupling.

Thereafter matter, being non-relativistic, cools faster than the CMB in the expanding Universe;
while matter cools as (1+ z)2, CMB temperature falls off as (1+ z). This leads to a negative value
for the differential (TS−TCMB) thus giving rise to the first phase of the signal. However, as cosmic
time approaches z ∼ 30, the falling density of the gas results in that the collisional coupling is no
longer sufficient to couple TS to TK; TS tends to couple to TCMB instead resulting in the differential
(TS−TCMB) going back to zero. This creates the “dark ages” feature of the signal and the first turning
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Figure 1.6: A sample global 21-cm signal through dark ages, cosmic dawn and the epoch of reioniza-
tion. Turning points 1− 5 denote the locations of critical points in the signal. The top x-axis shows
the redshift corresponding to the observed frequency shown in the bottom x-axis.

point in the signal. It is perhaps the best understood part of the 21-cm signature since it is completely
determined by cosmology and does not have astrophysical uncertainties.

1.4.5.2 Dark Ages to Cosmic Dawn

This is the period when the first sources of radiation are expected to start to form as a result of
gravitational collapse. Structure formation leads to emergence of first stars. Lyα photon emission
from these stars results in the Wouthuysen-Field effect that couples TS back to TK . This causes the
second turning point in the 21-cm signal. Since matter has been continually cooling adiabatically, the
differential temperature (TS− TCMB) continues to grow more negative and hence the signal has the
largest amplitude in this regime. This is referred to as the “absorption trough”. Hereafter, TS is always
coupled to TK through the Wouthuysen-Field effect.

At some time thereafter, heating from X-ray photons from galaxies and quasars becomes effective
and starts heating the IGM. This leads to a rise in TK and hence the magnitude of the differential (TS−
TCMB) ceases to grow, causing the third turning point. As the heating continues the gas temperature
crosses zero and goes above CMB temperature. (TS−TCMB) is positive in this regime and this is the
first instance when the signal would be seen in emission. When TK >> TCMB, the

(
TS−TCMB

TS

)
term in

Eq. 1.3 approaches unity. Thus the signal amplitude would only depend on xHI. This regime is one
where the 21-cm signal experiences saturated heating and results in the fourth turning point. However,
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if the X-ray sources are inefficient in heating the gas, the IGM temperature may not rise above that of
the CMB and the signal may remain in absorption.

1.4.5.3 Cosmic Dawn to reionization

This is the last phase of the signal where the signal profile is primarily determined by the neutral
hydrogen fraction, xHI, which dominates over the changing effect of fractional temperature differential(

TS−TCMB
TS

)
. The signal at this point starts diminishing due to the reduction in the neutral hydrogen

fraction and reaches zero at the end of reionization resulting in the fifth turning point. In this period,
for saturated heating scenario, there is an upper limit to the maximum positive amplitude reached by
the signal. This is clear from Eq. 1.3 where the maximum amplitude of the signal is 8.5

√
(1+ z) mK

for xHI = 1.
In Fig. 1.7, we show the variation of spin temperature and its coupling to gas and CMB tempera-

tures. In Fig. 1.8, we show variations in the global 21-cm signal in selected astrophysical scenarios.

1.5 Reconstructing Astrophysics from global 21-cm
Given the complex astrophysics that determines the spin temperature and global ionization fraction, it
is obvious that the amplitude as well as the location of different features in the signal capture important
processes in the CD/EoR epochs [54, 53]. While the timeline of different processes, e.g. onset of Lyα

coupling or X-ray heating are relatively straightforward to derive from the redshift/frequency of the
turning points, the nature of the sources themselves are non-trivial to infer from the signal.

There have been studies attempting the derivation of astrophysical properties from the global
signal. E.g. the dark ages signature can be used to compute the background Lyα intensity [95], while
the depth of the absorption trough is correlated with the ratio of Lyα intensity and X-ray heating rate
[29] as shown in Fig. 1.9. The later part of the signal, towards reionization, traces the mean evolution
of neutral hydrogen fraction. Further, it has information about X-ray and ionizing intensities of the
sources [29].

It may be noted that it is relatively easier to deduce global properties of the IGM as compared to
tracing them back to constrain the properties of the sources themselves. However, for a broadband
measurement of the signal, it is possible to constrain parameters like minimum halo mass for star
formation, evolution of normalization between bolometric luminosity in X-rays to the star formation
rate at high redshifts, etc [96, 47].

1.5.1 Synergy between power spectrum and global 21-cm signal
The 21-cm power spectrum can be independently used to constrain source parameters from reioniza-
tion. Studies have shown that features in the power spectrum, and the slope of the power spectrum

15



Figure 1.7: The evolution of CMB and gas temperatures over redshifts, along with the coupling of
spin temperature to CMB and gas temperatures [91]. TK is the gas or kinetic temperature, TS denotes
the spin temperature and Tγ represents background radiation field, TCMB.

with respect to redshift, can constrain a variety of astrophysical parameters ranging from redshifts of
Lyα and heating transition to determining the X-ray spectra of the sources and mean ionizing fraction
of the IGM [28, 89, 99, 17].

However, since the two 21-cm probes, power spectrum and global signal, measure the fluctuations
in the brightness temperature field and the absolute sky-averaged brightness temperature respectively,
the two can be combined to present a complete picture of CD/EoR. While the fluctuations, measured
as the power spectrum, quantifies the inhomogeneities in the temperature, the absolute global signal
sets the mean level of the fluctuations thus providing information on whether the fluctuation is in
absorption or emission [160]. Further, the global signal gives the zero spatial frequency component
of the power spectrum. Thus, a complete information about the temperature field does require a
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Figure 1.8: Global 21-cm signals representing the effect of Lyα coupling, heating and ionization
on the signal profile. The turning points in the signal capture the onset of these physical processes.
The signal in black is used as a reference to compare these effects. The top panel has different
magnitudes of Lyα coupling; larger the coupling, earlier the signal starts getting more negative (red).
The middle panel shows the effect of X-ray heating; weaker the heating, wider is the absorption
trough (magenta). The bottom panel shows the effect of ionization; more are the ionizing photons,
more rapid is the reionization (blue). All the signals were generated using the publicly available
Accelerated Reionization Era Simulations (ARES) code.
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Figure 1.9: An example of deriving astrophysical properties from signal parameters. The x-axis
is the amplitude of the absorption trough of the global 21-cm signal, y-axis represents the ratio of
Lyα intensity and X-ray heating rate. A large amplitude would imply poor X-ray heating and early
Wouthuysen-Field effect. Similarly, a small amplitude would point towards strong X-ray heating and
late Wouthuysen-Field effect. The color indicates the redshift at which the minima of the absorption
trough occurs. Different marker shapes indicate different values of the optical depth to reionization.
Figure reproduced from Cohen et al. [29].

measurement of the mean reference level, provided by the global signal, and the fluctuations about it,
provided by the power spectrum.

Measurement of the global 21-cm can potentially aid in the joint estimation of astrophysical pa-
rameters with the power spectrum. However, a broadband measurement of the signal is essential,
spanning over CD and EoR, to add significance to the results [96, 77]. Independent parameter con-
straints from global 21-cm and power spectrum provide good cross validation. At the same time, the
global signal, during EoR, can be employed to derive the ionization fraction and hence compute the
optical depth to reionization, τ , with much better precision than Planck [80].

1.6 Experimental efforts
Given the potential in the global 21-cm signal of unraveling the astrophysics of CD/EoR epochs,
there have been efforts worldwide to design experiments to detect the signal. Since the signal has
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spectral signatures throughout dark ages, cosmic dawn and reionization, experiments are targeting
different epochs and hence different frequency bands for the instruments. Currently, there are multiple
experiments targeting the global signal as well as the power spectrum measurement. We list the
experiments here along with the frequency range of their operation within which the data is being
used to constrain CD/EoR.

For power spectrum measurements, there are several interferometric arrays that are planned/observing:

• Low-Frequency Array (LOFAR) [observing phase, 115-180 MHz]

• Murchison Widefield Array (MWA) [observing phase, 80-300 MHz]

• Hydrogen Epoch of Reionization Array (HERA) [commissioning phase, 50-250 MHz]

• Square Kilometer Array (SKA) [design phase, 70-300 MHz]

For global signal measurements, the experiments are listed below.

• Broadband Instrument for Global HydrOgen ReioNisation Signal (BIGHORNS) [70-200 MHz]
[154]

• Experiment to Detect the Global EoR Signature (EDGES) [50-200 MHz] [18]

• Large Aperture Experiment to Detect the Dark Ages (LEDA) [40-85 MHz] [131]

• Shaped Antenna measurement of the background Radio Spectrum (SARAS) [40-200 MHz]
[151]

• Sonda Cosmológica de las Islas para la Detección de Hidrógeno Neutro (SCI-HI) [40-130 MHz]
[170]

• Dark Ages Radio Explorer (DARE) [proposed, 40-120 MHz] [21]

More about the global 21-cm experiments and their instrument designs is discussed in the next
chapter, while the current status of the field in terms of the scientific results from these experiments is
discussed in Chapter 5.

1.7 Challenges in the detection of global 21-cm signal
From an observational point of view, the challenge is to detect an extremely weak signature, with
a maximum expected amplitude a few hundreds of mK, which is dominated by orders of magni-
tude higher contribution from other unwanted sources. These contaminants include foregrounds,
ionospheric effects, radio frequency interference, and the instrumental systematics itself. We briefly
describe each of these sources below.
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1.7.1 Foregrounds
Foregrounds constitute the dominant component in the frequency range of the expected signal. It rep-
resents the contribution from the Galaxy as well as extragalactic sources. Foregrounds are dominated
by synchrotron emission from the Galaxy. However, it has contribution from other radiative processes
that include free-emission emission, thermal emission etc. [78]. Depending on the frequency and re-
gion of the sky, the foreground brightness can vary substantially; nevertheless, they largely have a
power law variation across frequency. Fortunately, foregrounds have been shown to be highly corre-
lated in frequency and have smooth spectral shape. They have been modeled by both parametric and
non-parametric approaches [24].

Amongst parametric approaches, one method is to employ a physically motivated model that
can solve for the required parameters; the modeled parameters may include power law indices for
synchrotron radiation, electron temperature for thermal emission, low-frequency absorption turn-over
for optically thick medium, etc. [144].

However, another approach is to take advantage of the fact that the foregrounds, in their totality,
are smoothly varying functions of frequency. Thus, one can employ functions which have restricted
degree of freedom, in that they can fit only to the smooth component of the data, thus ensuring the
foreground removal. This can be implemented by low-order polynomials or classes of functions which
have smoothness constraints inherent to their formalism [145, 62].

Another method is not to be restricted by spectra-only method, but also take advantage of spatial
variations of the foregrounds. In such a case, different lines-of-sight are used to train spectral basis
and spatial correlations are used to remove the foregrounds [163].

1.7.2 Ionosphere
The ionosphere can affect the incoming sky signal through refraction and absorption [4]. Both pro-
cesses are dependent on the electron content in the ionosphere and are time-dependent [74].

Ionosphere has sub-divisions where different processes dominate. While refraction is dominant in
the F-layer, lying 200-400 km from Earth’s surface, absorption is dominant in the D-layer, lying 60-90
km above Earth’s surface [76]. Since the electron density in the D layer is comparatively smaller, it
does not contribute to refraction.

The refraction effect can contribute up to 1 K brightness at 85 MHz while the absorption in D-layer
can contribute up to 6 K [166]. However, the spectral behavior of both the processes is smooth and
tends to vary as ν−2. Therefore, though ionosphere contributes order of magnitude higher power than
the signal, its effect can be corrected or modeled. This argument was strengthened by Sokolowski
et al. [155], where it was shown that the stochastic error introduced by the chromatic ionospheric
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effects tends to zero on average and hence ionosphere should not be an impediment to ground based
detection of the global 21-cm signal. However, Datta et al. [31] have pointed out that for experiments
at low frequencies that target cosmic dawn and dark ages, ionospheric effects may be the limiting
factor in the detection.

1.7.3 Radio Frequency Interference
The frequency range 40-200 MHz is strongly affected by Radio Frequency Interference (RFI). The
band contains signals from FM transmitters, TV stations, airport communications, satellites, power-
lines, to name a few [111, 112]. RFI can have a variety of spectral characteristics. It can be narrow
band (FM, airport communication) or broadband (lightning, power transmission lines) [99]. Depend-
ing upon the transmission power and distance to the observation site, it can be strong and of the order
of 10,000 K or could be extremely weak and of sub-Kelvin levels. Similarly, their temporal behavior
is also varied; it can be transient and with a variety of timescales or be persistent throughout the ob-
servation period. The instrument itself, owing to the presence of digital systems and local oscillators,
can be a source of RFI; however, proper electromagnetic shielding can suppress the radiation leakage
to sub-mK levels [147].

Thus, in order to remove RFI, a thorough test for outliers is needed. Given the temporal and
spectral variations of RFI, detection of outliers needs to be performed after smoothing to different
frequency bandwidths and time intervals. This can be followed by thresholding methods that can
detect outliers at the given time-frequency resolution [110].

1.7.4 Instrument
The instrument is arguably the most critical component in the detection of the global 21-cm signal. It
can introduce spectral shapes which can be difficult to model or calibrate. It is to be emphasized here
that the total contribution from the instrument might be small compared to foregrounds; however, the
spectral shapes introduced by the instrument or the modulation of the foregrounds by the instrument
transfer function are more likely to mimic the signal and hence confuse the detection [102, 14].

Different experiments across the globe have adopted different design philosophies for the instru-
ment. The commonality between the approaches lies in an absolute control of spectral features intro-
duced by the instrument, and ways to calibrate/correct/avoid them [79, 97]. The thermal noise levels
required to detect most plausible theoretical signals is not the limiting factor. E.g. Sathyanarayana
Rao et al. [145] has shown that even 10 minutes integration time is sufficient for an ideal system to
reach noise levels so as to make a 95% confidence detection. However, the challenging aspect is to
control the internal systematics which can give rise to spectral shapes that can potentially confuse the
detection [150].
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1.8 Plan of the thesis
The thesis focusses on the experiment SARAS 2 which aims to detect the global 21-cm signal from
cosmic dawn and epoch of reionization. In Chapter 2, we lay down the design philosophy for the
experiment, describe SARAS 2 system design and tests that evaluate performance. In Chapter 3,
we discuss the SARAS 2 night sky observations and the data analysis methods. We then proceed
to derive constraints on EoR with the SARAS 2 data. In Chapter 4, we discuss the possibility of
using interferometers as an alternate method of detection of the global 21-cm signal. In Chapter 5,
we conclude with the current status of scientific results from global 21-cm experiments and discuss
pathways for future evolution of the SARAS system that might shed more light on cosmic dawn.
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Chapter 2

SARAS 2: A Spectral Radiometer for
probing Cosmic Dawn and the Epoch of
Reionization through detection of the global
21-cm signal†

“New telescopes that push frontiers of technology come with surprises beyond the imagination of

its designers and builders.”

2.1 Introduction
Radiometers for precision measurement of the 21-cm signals require meticulous design and devel-
opment. This is owing to the fact that the radiometer modifies the shape of the incident sky signal
by a frequency response that manifests as both multiplicative gain and additive components. While
the multiplicative gain can be solved for by employing various calibration strategies, additive signals,
arising primarily due to multipath propagation of the signals in the system, are challenging to calibrate
or model to mK accuracy. If not modeled adequately, the system response can confuse the detection
of the signal through its own spurious and residual signatures.

Thus critical to the experiment is a stringent control on spectral signatures from the instrument.
Various design and analysis strategies have been evoked to deal with a variety of system architectures
[97, 154, 170, 131] and modeling of their response.

Shaped Antenna measurement of the background RAdio Spectrum (SARAS) is a radiometer
which aims at detecting the global 21-cm signal from CD and subsequent EoR in the frequency

†Based on Singh, S., Subrahmanyan, R., Shankar, N. U., et al. 2018, Experimental Astronomy, 45, 269
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range of 40− 200 MHz; this chapter describes the development, architecture and performance tests
of the SARAS 2 radiometer. It is a single element spectral radiometer that employs an antenna with a
frequency independent beam and a noise source for calibrating the system. It provides a differential
measurement between the antenna temperature and a reference load. A splitter is used to divide the
signals from the antenna and noise source into two paths and the final spectrum is obtained by cross
correlating the signals in these two paths. Further, this measurement is phase switched to cancel addi-
tive spurious signals in the system. The signal in the two paths are transmitted to a signal conditioning
unit, placed 100 m from the antenna, over optical fibers thereby providing optical isolation. All sub-
systems are designed with the aim of making the different contributions – additive and multiplicative
– to have smoothly varying functional forms that might not confuse with plausible forms of the global
EoR signal.

In Sec. 2.2, we provide a brief overview of the SARAS 2 system. In Sec. 2.3-2.5, we discuss
different sub-systems of the SARAS 2 system — the antenna, analog signal processor and the digital
signal processor — and the underlying design considerations that led to their final adopted configura-
tion. We also discuss the advantages and limitations of the present architecture based on laboratory
and field measurements. We describe the custom built software developed to process the output of
the radiometer in Sec. 2.6, which includes calibration and flagging, and discuss the rationale behind
the algorithms used, most of which were custom developed for SARAS 2. In Sec. 2.7 we evaluate
system performance using a set of terminations replacing the antenna. In Sec. 2.8, we compare the
architecture of the SARAS 2 system with that of other ongoing experiments to detect the global 21-cm
from CD and EoR; Sec. 2.9 presents a summary of the system design and its performance.

2.2 Motivation for SARAS 2
SARAS is a spectral radiometer that aims to detect redshifted 21-cm radiation from CD and EoR.
The first version of the instrument, SARAS 1, consisted of a fat-dipole antenna above ferrite-tile
absorbers, an analog receiver located at ground level just beneath the antenna, and a digital spec-
trometer unit 100 m away that measured sky spectra with 1024 frequency channels over the band
87.5–175 MHz [120]. Adopting a hierarchical modeling approach that jointly fits the foregrounds
and internal systematics, the sky data was successfully fit with a root-mean-square (RMS) residual of
1.45 K. The maximum fractional systematic error in the modeling was 1.6%. The factors that lim-
ited the system from achieving higher sensitivity were Radio Frequency Interference (RFI), multipath
propagation between the sky and antenna due to non-ideal absorbers covering the ground, and internal
systematics that were dominated by reflections and multipath propagation of system noise within the
receiver, which manifested as multi-cycle sinusoids in the spectral response. SARAS 1 provided an
improved calibration for the 150 MHz all-sky map of Landecker & Wielebinski [122].
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Taking constructive lessons from the SARAS 1 performance, the next version of the experiment,
SARAS 2, was designed to have a stronger control over spectral features arising due to internal sys-
tematics and to be deployable in remote, radio-quiet sites. The primary consideration in system design
was to have a system response, both additive and multiplicative, to be spectrally smooth so as to enable
the separation of internal systematics and foregrounds from plausible 21-cm signals.

SARAS 2 described herein was designed to operate over the frequency band 40–200 MHz. The
first sub-system in the radiometer is a spherical monopole antenna—consisting of a spherical element
above a disc—that acts as the sensor of the electromagnetic field. Beneath the metallic disc of the an-
tenna lies the receiver that splits and amplifies the signals from the antenna, reference and calibration
noise source, generates linear combination of these signals and phase switches them before transmit-
ting over optical fibers. 100 m away from the antenna is a signal conditioning unit that re-converts the
optical signals back to radio frequency (RF) and filters out frequencies outside the band of interest.
Finally, the signals enter a digital spectrometer that digitizes the signal, resolves the data into narrow
spectral channels, and cross correlates them to produce the sky spectra. A pictorial representation of
SARAS 2 is shown in Fig. 2.1 and a schematic of the entire system is shown in Fig. 2.2. The entire
system runs on batteries and can be deployed at remote locations.

Figure 2.1: SARAS 2 pictorial representation.
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Figure 2.2: Schematic of the SARAS 2 receiver.
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First, the total efficiency of the antenna is relatively poorer at lower frequencies. Second, modeling
of internal systematics over the entire 40–200 MHz band to describe the frequency dependence of the
system results in a large number of degrees of freedom for the model. However, over an octave
bandwidth, where the antenna efficiency is relatively higher, the internal systematics may be modeled
to the required accuracy by simply assuming many of these parameters to be constant over frequency.
For these reasons, SARAS 2 is deemed to be useful for CD/EoR observations in the band 110–
200 MHz and this paper presents test of system performance over this restricted band. Night sky
measurements to date with SARAS 2 have been able to rule out reionization scenarios where the
reionization is rapid and the first X-ray sources have very poor heating efficiency [151, 152].

There are other ongoing experiments for detection of the global 21-cm signal from CD and EoR.
We list some below.

1. Experiment to Detect the Global EoR Signature (EDGES) [97]

2. Broadband Instrument for Global HydrOgen ReioNisation Signal (BIGHORNS) [154]

3. Sonda Cosmológica de las Islas para la Detección de Hidrógeno Neutro (SCI-HI) [170]

4. Large Aperture Experiment to Detect the Dark Ages (LEDA) [131]

SARAS, EDGES and BIGHORNS aim at detecting the signal from CD and EoR, where as SCI-HI
and LEDA target the low frequency part of the signal corresponding to the expected deep absorption
dip from CD. Considering radiometer designs, SARAS 2 uses a short monopole antenna with a fre-
quency independent beam, other experiments employ wideband dipoles or log-spiral antennas that
suffer from varying amounts of beam chromaticity. However, due to the choice of antenna, SARAS 2
suffers from low total efficiency as compared with other experiments. Further, the calibration strategy
differs across experiments: SARAS 2 utilizes a crosscorrelation spectrometer, where the calibrator
is connected to the system through a cross-over switch and power splitter. Other experiments are
autocorrelation spectrometers that employ variants of Dicke switching to calibrate the system. The
difference between the radiometers and the relative merits and demerits are discussed in detail in
Sec. 2.8.

2.3 Antenna

2.3.1 General considerations for EoR experiments
The antenna is one of the critical sub-systems of the entire radiometer. Various antenna properties that
affect the data, e.g. the beam pattern, the reflection, radiation and total efficiencies, all vary across
the band and require considerable effort and care to measure them to the accuracies required to model
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their effects on the data. Thus it is crucial to pay close attention to the design of the antenna and
ensure that its characteristics do not limit the detection of the signal. We will discuss the key antenna
properties in the following subsections; in particular how they affect the global EoR measurement.

2.3.1.1 Antenna Beam Power Pattern

We denote the sky brightness distribution, weighted by the antenna beam pattern, by TW (ν , t); this
is a function of frequency ν and for a radiometer pointed towards fixed azimuth and elevation, the
spectrum varies with time t as the sky drifts overhead. It may be written as:

TW (ν , t) =

∫ 2π

0

∫
π

0
TB(θ ,φ ,ν , t)G(θ ,φ ,ν)sinθdθdφ∫ 2π

0

∫
π

0
G(θ ,φ ,ν)sinθdθdφ

. (2.1)

G is the antenna beam power pattern over azimuth, φ and elevation θ , and may be a function of
frequency ν . TB is the brightness temperature of the sky towards any azimuth and elevation, which
varies over time as the sky drifts. The integral is over 4π steradian accounting for any beam spillover
to the ground.

The dominant component of TB is the Galactic and extra-galactic emission, which we refer to
as foregrounds. It arises through various radiative processes and at the frequencies of interest here is
dominated by the synchrotron mechanism. Its absolute contribution is about 3−5 orders of magnitude
larger than the predicted 21-cm signal: while the 21-cm signal is expected to be up to a few hundred
mK, the foreground can range from a few hundreds to thousands of Kelvin over the band [150].

The foreground in the CD and EoR band has been shown to be a maximally smooth function [143],
which implies that the foreground spectrum can be represented by polynomials that do not have zero
crossings in second and higher order derivatives. Any reference to smoothness in this paper assumes
this definition. The foregrounds may be fit to the accuracy needed for 21-cm CD/EoR detection
using such polynomials, thus leaving more complex components, including a significant part of more
complex EoR signals, as residuals [145].

It may be noted here that the 21-cm signal is also expected to have a smooth component which
is inseparable from the foreground. Thus when a maximally smooth function is used to model and
subtract the foreground, a part of the 21-cm signal is also inevitably erased. Further, since the total
efficiency of the antenna may also result in that only a fraction of the sky signal couples into the
receiver, we expect an additional loss in the signal. Thus, we have chosen to aim to design a system
in which any additive spurious signals remain below about a mK, allowing for substantial signal loss
due to these causes.

If the antenna beam pattern G is frequency dependent, then spatial structure in the foreground
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would couple into the spectral domain and result in a non-smooth spectral response to structure in
the continuum sky emission, which can be difficult to model to the accuracy needed for 21-cm signal
detection. Thus, it is ideal to have an antenna beam pattern that is independent of frequency; in other
words, the beam should be achromatic. However, if the beam is a single lobe, without sidelobes,
and whose shape only varies smoothly with frequency, the resulting TW might still be modeled as a
maximally smooth function.

It is to be noted here that even though beam is achromatic, refractive effects from ionosphere
can introduce chromaticity, which scales as ν−2 [4]. The change in the beam size is of the order of
a few tens of arc minute over 40− 200 MHz [166]. Since the global 21-cm experiments generally
employ antennas with wide beams of a few tens of degrees, the ionospheric refraction would introduce
chromaticity at 1% level. However, refraction effect varying as ν−2 would only add a smoothly
varying power law as a function of frequency [166] and hence the resulting spectrum would continue
to be spectrally smooth.

2.3.1.2 Antenna Radiation and Reflection Efficiencies

Radiation Efficiency, denoted by ηr(ν), determines the fraction of beam-weighted sky power, TW

(Eq. 2.1), that couples into the antenna. Depending on the antenna design, ηr(ν) can vary with
frequency. The power obtained after being modified by radiation efficiency, TR, is given by

TR(ν) = ηr(ν)TW (ν). (2.2)

In addition, antennas have impedances that vary with frequency and are differently matched to the
connecting transmission line across frequency. This is quantified as reflection coefficient. The voltage
reflection coefficient of the antenna, Γc, determines how much of TR(ν) couples to the system [139].
The power TA that propagates along the transmission line connected to the antenna, which we refer to
as the antenna temperature, is given by

TA(ν) = (1−|Γc(ν)|2)TR(ν), (2.3)

where TR is the power available at the antenna terminal [5, Chapter 2]. We term the coupling factor,
(1−|Γc|2), as the reflection efficiency ηc. Any spectral signature present in Γc is clearly imprinted on
the sky signal through the reflection efficiency. Therefore, the power or antenna temperature measured
by the system in response to the sky brightness is:

TA(ν) = ηr(ν)(1−|Γc(ν)|2)TW (ν). (2.4)

29



The product ηr(ν)(1−|Γc(ν)|2) is termed as total efficiency ηt and hence

TA(ν) = ηt(ν)TW (ν). (2.5)

We require ηt to be spectrally maximally smooth in order to avoid any complex distortion arising
from the multiplicative transfer function represented by the antenna. Further, as discussed below
in Sec. 2.4.3.4, |Γc| needs to also be spectrally maximally smooth to avoid additive spectral shapes
arising from internal systematics.

2.3.1.3 Resistive loss

Antennas, like dipoles, are balanced sensors and often need to be connected to unbalanced transmis-
sion lines such as coaxial lines. Most such antenna designs use what is called a balun, or balanced
to unbalanced transformer, to provide better match between the antenna impedance and that of the
connecting transmission line and thus improve reflection efficiency. The balun also avoids radiation
leakage and hence frequency-dependent beam distortions that may arise from unbalanced currents in
the connecting cable.

The presence of any such balun almost always results in significant resistive losses that may be
complex functions of frequency, particularly over the wide bandwidths needed for CD and EoR de-
tection, and their multiplicative and additive effects on the signal cannot be characterized easily to
the required accuracy. Similarly, any loading of antennas to adjust its resonant frequency also leads
to resistive losses. All of these result in additive or multiplicative terms in Eq. 2.5 depending upon
the origin of the resistive loss [5, Chapter 2]. Thus it is best to avoid antenna designs that might have
significant resistive losses and also a balun.

2.3.2 Evolution to the SARAS 2 antenna
Given the considerations in Sec. 2.3.1, we now discuss a variety of classes of antennas that may be
suitable for wideband EoR experiments and present here the arguments that led to the adoption of the
SARAS 2 antenna configuration.

To avoid coupling of sky spatial structure to spectral domain, we consider the class of frequency
independent antennas. These are generally based on self-scaling behavior. If the physical dimensions
of the antenna are scaled, then its properties do not change if the operating frequency also scales by
the same factor. It has been shown that if the shape of the antenna could be specified entirely by
angles, its performance would be frequency independent [140].

Wideband spiral antennas are an example of this class. However, even if the structural bandwidth
well exceeds the operating band, the inevitable truncation of structure at both top and bottom causes
reflection of currents, leading to frequency dependence in the beam pattern. Further, if the arms of the
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spiral are not electrically balanced, the beam would have a squint that rotates with frequency, which
would introduce spectral ripples in response to sky structure. Spiral antennas are sensitive to circular
polarization.

Linear log-periodic dipoles are the corresponding frequency-independent antennas for linear po-
larization. They are not strictly frequency independent since their properties in terms of beam pattern
and impedance have a periodicity that depends on the logarithm of frequency. This periodicity across
the band can result in additional frequency dependent structures in the spectrum, particularly for wide
bandwidths that are critical for CD/EoR global signal detection.

Another argument against the above categories is that wideband spirals and log-periodic dipoles
are electrically large and hence their reflection efficiency will be a complex function of frequency.

Sidelobes, chromatic beams as well as complex reflection efficiencies may be avoided by using
electrically small antennas whose physical dimensions are much smaller than the minimum wave-
length of operation. However electrically small antennas are difficult to match to a load due to their
low input resistance and high reactance as we move away from its resonance. This results in a low
efficiency for short antennas. There is thus a compromise between efficiency and frequency indepen-
dent performance. An approach is to accept a lower efficiency at long wavelengths since the sky is
very bright at long wavelengths and it is adequate to have an efficiency which ensures that sky signal
dominates the system temperature.

A short dipole antenna appears to be an attractive choice for CD/EoR detection. However, one of
the major concerns of employing dipoles is the use of baluns as discussed in Sec. 2.3.1.3, which leads
to a frequency dependent resistive loss that is difficult to characterize. Further, the configuration in
which the antenna is used can affect its achromaticity. For example, if the dipole is mounted a certain
distance above a conducting plane, there would be multipath propagation of radiation from any sky
direction to the dipole - one direct path and a second reflected off the plane. The relative phase would
be frequency dependent and hence the beam pattern of the dipole above a reflecting plane would be
frequency dependent. A way to avoid this may be to use absorbers below the antenna to suppress
the reflected component. Assuming a sky brightness of a few hundred Kelvin, the absorbers would
require to have a power reflection coefficient less than −100 dB over the whole band in order to keep
any frequency structure in the spectral response below about 1 mK. Absorbers with such specification
over 40-200 MHz, implying a bandwidth of 5:1, are impossible with present technology as far as
we know. Additionally, any non-smooth frequency characteristics of the absorber would lead to a
non-trivial frequency dependent bandshape for the antenna transfer function.

Short monopole antennas are suitable candidate antennas for CD and EoR detection since they do
not require baluns, and beam chromaticity due to multipath propagation can be avoided since there
is no physical distance between antenna and ground, the latter being part of the antenna. With the
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absence of a balun or impedance transformer, we do compromise on the antenna efficiency; however,
this is the trade off that may be accepted in order to gain a maximally smooth antenna reflection
efficiency and reflection coefficient |Γc|.

The shape of the monopole radiating element also plays a crucial role in determining the spectral
shape of reflection efficiency. Any sharp edges or truncation of the structures, like in a discone antenna
[159, Chapter 7], will lead to reflection of currents that may interfere to produce complex frequency
structure in the impedance characteristics.

We thus choose a sphere-disc type of monopole antenna as the base for the design for SARAS 2,
since such an antenna type may be described by a minimum number of parameters. The SARAS 2
antenna consists of two primary elements: a circular aluminium conducting disc on the ground and
above that is a sphere that smoothly transforms into a truncated inverted cone as shown in Fig. 3.19.
The receiver electronics are mounted beneath the metallic disc, and the vertical coaxial cable con-
nected to the receiver has a central conductor that directly connects to the vertex of the inverted cone
and an outer conductor that connects to the disc.

The present antenna design is completely described by six parameters:

1. Radius of the metallic disc

2. Radius of the sphere

3. Radius of the excitation wire

4. Gap at the feeding section

5. Radius of the cone

6. Height of the cone

Simulations show that the radius of the sphere was the primary determinant of the location of
resonant frequency. The radius of the metallic disc decides the Q factor, which determines the depth
and width of the resonance dip around the resonant frequency. Together they define the reflection
efficiency and also its smoothness at frequencies less than the resonance, where the entire operating
band lies. The reflection efficiency is also significantly affected by the height of the gap at the feeding
section and the radius of the excitation wire. The antenna beam pattern and radiation efficiency are
strongly dependent on the dimensions of the disc and sphere.

The optimization of the geometry was carried out through iterative variation of parameters and
examining EM performance using the WIPL-D electromagnetic simulation software. Given the re-
quirements of the antenna properties, we varied one parameter at a time and iterated to arrive at the
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final configuration. This was later tested and fine-tuned based on field measurements. The simulations
and field measurements were carried out for ground conditions with low values of dielectric constant
and conductivity.

Figure 2.3: SARAS 2 antenna

The height of the spherical radiating element of the antenna was optimized to be 33 cm, and the
radius of the disc to be 43.5 cm. The optimization aimed at keeping the resonant frequency outside
the band, the reflection efficiency maximally smooth and the beam patterns frequency independent,
while also striving to maximize the reflection efficiency at low frequencies. The optimization makes
the height of the monopole element less than λ/4 at the highest frequency, making it electrically short
at all operating frequencies. These aspects are discussed further below.

2.3.2.1 Beam Pattern of the SARAS 2 antenna

Field measurements of the radiation pattern were made across the band, and these were compared to
those derived from electromagnetic simulations of the antenna.

A half-wave dipole was used as the transmitter for the measurement; this was separately tuned
for measurements at different frequencies. It was clamped 8 m above the ground to minimize inter-
actions with the ground, particularly at low frequencies where the wavelength is a few meters. The
dipole antenna was kept stationary and the SARAS 2 antenna was moved horizontally over the ground
through a set of distances to measure the beam versus elevation angle. The SARAS 2 antenna was
used as the receiving element and the power received, after corrections using the Friis equation [5,
Chapter 2], was used to compute the beam pattern at different frequencies. The measurement setup is
shown in Fig. 2.4 while the simulated and measured beam patterns at different frequencies are shown
in Fig. 3.14.

The beam has a maximum response at 30◦ elevation from horizon and gradually decreases to zero
towards horizon and zenith. The beam has a non-directional response along azimuth and a directional
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Figure 2.4: The setup for measuring the relative power pattern of the SARAS 2 antenna at different
elevation angles θ . AUT refers to Antenna Under Test.

Figure 2.5: The left panel shows the beam pattern at different frequencies as obtained from electro-
magnetic simulations. The right panel shows the measured beam pattern, which have measurement
accuracy of about 10%, together with the mean of the simulations shown overlaid as a solid black
line.
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pattern along elevation with a half-power beam width of 45◦.
The EM simulations indicate a smooth variation of half-power beam width across 40−200 MHz,

of the order of ∼ 2 arc minutes. This is comparable to the chromaticity introduced by ionospheric
refraction.

2.3.2.2 Reflection Efficiency

As a primary consideration, antennas with smoothly varying reflection efficiency, and also maximally
smooth |Γc|, are preferable. For this reason, we avoid any resonance in the band since that would
result in a sharp variation of |Γc| in the frequency domain at the resonant frequency. The resonant
frequency depends on the dimensions of the sphere and that of the metallic disc below. We have made
field measurements of the reflection coefficient with different radii for the metallic disc. As shown in
Fig. 2.6, the shorter the radius of the disc, the higher is the resonant frequency, and this is favorable in
terms of spectral smoothness since the rate of variation of the reflection coefficient in the band would
be slower. However, very small dimensions of the disc would lead to reduction in radiation efficiency.

Figure 2.6: Reflection Coefficient versus frequency measured for different disc radii. The height of
the radiating element (cone+sphere) from the disc was fixed at 33 cm while the gap at feeding section
was kept at 1.3 mm.

We chose the the radius of the disc of the SARAS 2 antenna to be a compromise between sen-
sitivity and spectral smoothness. The disc has radial extent of 0.435 m; thus the antenna operates
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well within the first resonance, which lies at 260 MHz. The reflection of currents from the edge of
the disc, for the chosen radial extent, can only result in about a half of a sinusoidal ripple in the 40–
200 MHz band rendering |Γc|, and hence the reflection efficiency, to be spectrally smooth. This is
also confirmed by the measurements as discussed below.

An alternative approach is to separately measure |Γc|, perhaps in situ, and use it to model the
data. However, that requires a high accuracy measurement, close to 1 part in 104, for controlling the
systematics to be below a mK (the rationale for this specification is explained below in Sec. 2.4.3.4).
Measurement at this accuracy is challenging as the components in the measurement setup itself; e.g.,
any interconnecting cable between the measuring instrument and antenna, may introduce a spurious
shape in the reflection coefficient measurement that is not intrinsic to the antenna. Though such
cables may be calibrated as part of measurement process, a change in their warp or a small change
in impedance due to temperature change or even switching of connectors to make this measurement
may render the calibration solution for the measurement inaccurate.

We made a measurement of the reflection coefficient of the SARAS 2 antenna with extreme care
using a rugged field spectrum analyzer, which was placed underground just beneath the antenna and
directly connected to the antenna without cables. The calibration setup and measurement was re-
motely operated to keep the antenna environment stable during the measurement process. Fig. 3.22
shows the measured reflection coefficient, the reflection coefficient expected from electromagnetic
simulation, as well as a maximally smooth function fit to the measurement. The fit residuals show
no structure above the measurement noise that is about 10−4. Thus |Γc| has no spectral features to
the measured level of accuracy and we discuss below in Sec. 2.4.3.4 the implications for the level of
receiver systematics given this upper limit on departures from smoothness in |Γc|.

Based on the considerations discussed above and also the results of the field measurement, we
have adopted an approach in which the measurement data is modeled based on assuming a maximally
smooth functional form, with free parameters, for |Γc| and hence ηt .

2.3.2.3 Radiation and Total Efficiency

The antenna radiation efficiency can be measured via various methods, e.g. Wheeler Cap, radiometric,
directivity/gain method, using waveguides etc. [67]. Existing methods of efficiency measurement,
as described in [128], have large errors. Some methods require precisely controlled environmental
conditions and anechoic chambers to carry out the measurements and can be time consuming. It is
extremely difficult to adopt these methods for the field measurement of ηr(ν) at the accuracy required
for the current experiment, which is 1 part in 105. For that reason, we have developed a new method
for measuring the total efficiency using the spectral measurements of sky brightness acquired for CD
and EoR detection.
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Figure 2.7: The panel on the top left shows the measured reflection coefficient for the SARAS 2
antenna overlaid with that from the electromagnetic simulations. The panel on the top right shows
the maximally smooth function fit to the measured reflection coefficient. The lower panels show the
deviations in linear units. The maximum deviation between simulations and measurements is 3%,
while the maximum deviation between maximally smooth fit and measurements is 0.02%.

We adopt the Global MOdel for the radio Sky Spectrum (GMOSS) [144] as a representation for the
sky brightness distribution and compare the absolute sky brightness with measurements made by the
spectrometer. The ratio of absolute sky brightness to the foreground estimated from the measurement
gives the total efficiency versus frequency. Details of the method are presented in Sec. 3.4. Here, in
Fig. 2.8, we present this measured total efficiency.

The total efficiency varies monotonically with frequency consistent with a maximally smooth
transfer function for the transformation from the sky spectrum to the measurement data. However,
the actual magnitude of the efficiency does indeed decrease fairly sharply to a few per cent at low
frequencies. Therefore, as mentioned above, we have restricted the analysis of SARAS 2 data to
above 110 MHz, marking the upper end of FM band.

2.4 Analog Signal Processing
The beam-weighted sky signal is coupled into the system with a multiplicative gain, ηt , that is the total
efficiency of the antenna. Additionally, the signal further undergoes a multiplicative gain, which we
refer to as bandpass, arising from the gains of the devices in the receiver after antenna. The receiver,
which follows the antenna in the signal path, is designed with the following considerations:

• The receiver requires a calibration scheme by which the bandpass, which is a multiplicative
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Figure 2.8: Total efficiency versus frequency as derived using the GMOSS model and SARAS 2
measurement data taken during a night.

gain factor for the measurement data, may be flattened.

• Unwanted additive spurious signals, contributed by the receiver, need cancellation or a method
by which they do not confuse any CD/EoR detection.

• The receiver chain is designed to distribute the gains and the resulting power levels along the
signal path to maintain linearity and low levels of intermodulation products.

2.4.1 Calibration considerations
The antenna signal entering the receiver is modified by the receiver gain. The spectral behavior of
system gain is the cumulative product of individual gains of all the modules that the signal passes
through. We term the process of correcting the measurement data for frequency dependent multi-
plicative gain and hence flattening the instrument spectral response as bandpass calibration. At the
same time, the arbitrary counts in which measurement data is acquired need to be scaled to be in
units of Kelvin of antenna temperature. This is termed as absolute calibration. It is more critical for a
global CD/EoR experiment to attain a high precision for bandpass calibration—so that residual errors
are within about a mK—compared to getting the absolute temperature scale right. This is so since
the latter is simply a scaling factor to the data while an erroneous bandpass calibration can potentially
distort the shape of the spectrum. This is a major consideration for the receiver design.

Bandpass calibration, along with calibration for ηt , can be achieved via various means. One way
is to have a spectrally flat, broadband signal external to the antenna that traverses the same path as
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that of the sky signal. It would then be able to remove the frequency structure imposed by ηt as well
as by the system bandpass, given its intrinsic spectral flatness. Such a calibration signal is required
to be externally generated by a transmitting system. The difficulty with such an approach is that the
problem of bandpass and ηt calibration is not actually solved but simply transferred to the transmitting
system!

An alternative approach to generating an external flat-band signal is to deploy a pulse calibra-
tion scheme [121]. The method involves generating short duration pulses, with time domain width
substantially smaller than the inverse of bandwidth of the receiver, and using the measurement data
to compute and correct the bandpass and ηt . The disadvantage of this approach is that in order to
attain adequate signal-to-noise for the calibration, the short duration pulses are required to be of high
amplitude, which requires a high dynamic range receiver.

The external calibrator source could be an astronomical source like Cas A, the Moon, etc. [150].
Astronomical sources for calibration are routinely used in interferometer measurements [125]. Al-
though astronomical continuum sources may have spectrally smooth emission over the bands of in-
terest here, the spectrum of the Moon may be corrupted by reflected Earthshine, particularly in the
FM band [167]. The primary argument against using astronomical sources for CD/EoR radiometer
calibration is that the antennas used for such experiments have a small effective collecting area, and
even the brightest of point sources would contribute only a few Kelvin in antenna temperature for this
class of antennas. Consider, for example, Cas A, which is one of the brightest point sources in the
long wavelength radio sky. Its flux at 150 MHz is ∼ 8.5 kJy [3, 64]. The antenna temperature due to
a point source in the sky is given by [30]:

TA =
AeS
2k

, (2.6)

where Ae is the effective collecting area of the antenna, S is the flux of the source and k is the Boltz-
mann constant. The effective area of a monopole antenna at this frequency would be close to 1 m2

[172]. We infer that even for an extremely strong celestial source like Cas A, TA is ∼ 3 K. Thus,
compact strong celestial sources are not suitable candidates for calibration, since the temperature
increment when the source comes into the beam would be significantly smaller than the system tem-
perature, which is usually at least a few hundreds of Kelvin.

A more attractive solution to the calibration problem for CD/EoR radiometers is the use of a
broadband noise source internal to the system, where there is a better control over the spectral flatness
of the signal injected into the signal path. Internal calibration sources may also be switched with small
duty cycles and so the calibration may be performed in shorter time intervals thus accounting for
shorter period temporal variations in the bandpass. However, since the calibration signal is injected
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into the signal path after the sky signal has been coupled into the system through the antenna, the
characteristics introduced by the antenna, ηt , cannot be removed by such calibration and hence need
to be modeled separately.

Further, there are choices for the way the calibration signal is coupled into the signal path. A
widely used scheme is Dicke switching [33] where a switch is used to swap the receiver input between
the antenna and the noise source. The spectra obtained in the two switch positions are subtracted
to derive a gain solution which is applied to the data [139]. However, the receiver noise related
additive signals appearing in the measurement data in the two switch positions may differ due to
different impedance characteristics of the antenna and the noise source. Thus the subtraction of the
two spectra would create another frequency structure in the calibration solution that can be difficult
to model. An alternative strategy is to have a method in which the antenna and noise source are
both always connected to the system, and the noise power level of the calibration source is switched
between high and low states, so that the nature of internal systematics does not alter in the process of
calibration. We explore this approach further in Sec. 2.4.3 below, where we describe the SARAS 2
receiver architecture.

Maintaining linearity in the signal path is important for any of the above calibration schemes to
work. As mentioned above, this requires that while power levels are maintained to be considerably
above the noise floor of the system so that there is no degradation of signal-to-noise ratio along the
signal path, at the same time sufficient headroom is maintained between the operating power and
saturation limits.

2.4.2 Considerations related to additive signals from receiver noise
Another parameter which plays an important role in deciding the architecture of the analog receiver
is the spectral behavior of the additive signals arising as a result of multi-path propagation of noise
from the Low-Noise Amplifiers (LNAs), which propagates in forward and reverse directions. Since
the antenna and LNA impedances are not perfectly matched along with their interconnect, a part
of the noise from the LNA that travels towards the antenna is reflected back. Interference between
this reflected component and the forward propagating receiver noise results in a systematic additive
signal in the measurement data [92]. This multi-path propagation of receiver noise voltages and their
addition results in a sinusoidal variation for the systematic additive signals versus frequency, which
is also modulated by the spectral shape in |Γc|. The period of the sinusoid is governed by the phase
difference between the interfering components and hence on the length of the system between the
impedance mismatches on the two sides of the LNA. The amplitude of the response depends on
absolute value of |Γc|, noise figure of LNAs and the magnitude of correlation between the forward
and back-propagating components of LNA noise.
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Table 2.1: States of the system
State Noise Source Switch Position

OBS0 OFF 0
CAL0 ON 0
OBS1 OFF 1
CAL1 ON 1

Thus, an important criterion in receiver design is to minimize the amplitude and shape the spectral
behavior of this additive receiver response to be maximally smooth. It gains importance due to the
fact that this internal receiver related component in the measurement data is an additive signal and
is often not calibratable. Various system design considerations can make this receiver additive signal
spectrally smooth. First, the electrical length of the analog receiver chain can be made so short that
the period of the sinusoid is significantly larger than the band of operation. This would ensure that
only part of a cycle of the sinusoid appears in the full band and hence appears smooth. Second, as
discussed below in Sec. 2.4.3.4, maintaining |Γc| to be spectrally maximally smooth is an additional
way to keep this component devoid of complex spectral features. The amplitude of this additive signal
can be further reduced by using LNAs with low noise figure, by making the antenna impedance better
matched to that of receiver and thereby lowering the value of |Γc|, and by selecting LNA designs that
reduce the correlation between the forward and reverse traveling LNA noise components.

2.4.3 The SARAS 2 receiver
The SARAS 2 receiver uses an internal noise source for generating the calibration signal which is
connected to a four-port cross-over switch as shown in Fig. 2.2. When the noise source is in OFF state,
this device serves as a reference for the measurement of the sky signal. The antenna is connected to
the other input of the switch. The outputs of the switch go to a power splitter module that provides
the sum and difference of the two inputs to two paths of the receiver chain. Hereinafter we refer to the
two analog signal paths beyond the power splitter as the two arms of the analog receiver. The switch
swaps the antenna and reference/calibration signals between the two ports of the power splitter, so that
the receiver arm picking up the difference signal alternatingly gets sky minus reference and reference
minus sky. For each position of the switch, the noise source is switched on and off with a cadence of
about one second. SARAS 2 thus cycles over four system states as shown in Table 2.1.

The analog receiver is powered by a Li-Ion battery pack that is mounted with the receiver, in
a metallic enclosure, beneath the metallic disc of the antenna. By this we avoid any conductive
power lines running external to the antenna, which may result in unwanted coupling between the
electromagnetic field in the neighborhood of the antenna and the signal path within the receiver.
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Further, such an arrangement is essential to be able to deploy the antenna in remote locations where
external power is not available.

2.4.3.1 Signal Flow

We refer to the signal that is coupled to the receiver via the antenna as TA. We denote the com-
ponents of the measurement data arising from the noise source in ON and OFF states as TCAL and
TREF respectively. TREF is the power from a reference termination—a well matched accurate 50 Ω

termination—that will correspond to a noise temperature of value of the ambient temperature, which
is approximately ∼ 300 K. The two signals, from the antenna and from the reference/calibration, are
inputs to the cross-over switch, as shown in Fig. 2.2. When the switch is in position “0”, the signal
at the input port J1 of the cross-over switch is channeled to output J3. Similarly the signal at input
J2 appears at output J4. In position “1” of the switch, the paths are crossed implying that the signal
at J1 goes to J4 while that at J2 appears at J3. The two switch positions are denoted in two colors in
Fig. 2.2.

The pair of signals are then fed to the pair of input ports of a power splitter—the sum port Σ and
difference port ∆—depending on the switch state. The signals undergo a voltage attenuation (g) while
passing through the splitter. The signal at the Σ port appears at both outputs of the splitter in phase
while the signal at the ∆ port appears at the two outputs with a phase difference of 180◦.

The signals are transmitted from the receiver to the signal processing unit by RF over fiber: as
analog signals modulating the intensity of laser light. Demodulation of the optical signal at the signal
processing unit gives back the RF signal. This unit, along with the following digital correlator, are
placed about 100 m away from the antenna in an electromagnetically shielded environment to avoid
any electromagnetic interference being picked up by the antenna.

The signals in the entire band are low-pass filtered at the signal processing unit such that frequen-
cies above 230 MHz are filtered out. It may be noted here that the amplifiers, attenuators and indeed
all components used in the two arms within the signal processing unit do not contribute to any addi-
tive signal in the final measurement data, because the arms are optically isolated from each other and
hence signals from one arm do not couple to the other. The signals in the pair of receiver arms finally
enter the digital spectrometer where they are digitized, Fourier transformed and cross-correlated to
produce the measurement data.

The digital stage is shielded by a number of separate methods including gaskets, matching grooves
cut into the door and frame, adopting heat pipe based cooling systems etc. The shielding ensures that
100 m away from the digital spectrometer, where the antenna is deployed, any self-generated RFI
from the spectrometer is below mK level.

In the SARAS 2 receiver, the sky power, after being modified by the total efficiency, is ∼ 300 K
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which corresponds to a power of ∼ −90 dBm in the band of 40−200 MHz. The gain at each stage
within the receiver arm is chosen such that all devices operate well below saturation and continue
to be in linear regime of operation. This criterion becomes more stringent farther in the signal path
where power levels progressively increase with each amplifier stage. The gains in the system have
been adjusted such that the input power at the last amplifier of the signal processing unit is−52 dBm.
This amplifier is chosen to have a 1 dB compression point at +22 dBm; therefore the operating level
even at this most critical stage is about 74 dB below saturation.

2.4.3.2 Bandpass Calibration

We now write expressions for the power measured, in temperature units, in different states of the
system. Since SARAS 2 is a correlation spectrometer, the mathematical operations performed here
are complex operations. The subscripts OBS0, CAL0, OBS1 and CAL1 represent the system states
as listed in Table 2.1.

TOBS0 = G1G∗2g2(TA−TREF)+Pcor, (2.7)

TCAL0 = G1G∗2g2(TA−TCAL)+Pcor, (2.8)

TOBS1 =−G1G∗2g2(TA−TREF)+Pcor, and (2.9)

TCAL1 =−G1G∗2g2(TA−TCAL)+Pcor, (2.10)

where G1 and G2 are the gains in the two receiver arms and Pcor is the unwanted power appearing
in the measurement data due to any spurious coupling of signals between the two arms either within
the signal processing unit or at the samplers. Pcor would not be expected to change in magnitude
or phase in different states and hence subtracting any pair of measurement data would cancel this
additive signal. With this aim, we difference the measurements in the two switch states that have the
same state of the noise source. We thus get two differential spectra:

TOFF = TOBS0−TOBS1

= 2G1G∗2g2(TA−TREF), and (2.11)

TON = TCAL0−TCAL1

= 2G1G∗2g2(TA−TCAL). (2.12)
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We next derive a measure of the system bandpass by differencing the two spectra computed above in
Eq. 2.11 and 2.12:

TTEMP = TON−TOFF

=−2G1G∗2g2(TCAL−TREF). (2.13)

This complex spectrum represents the system bandpass, which we we use to calibrate the mea-
surement data for the bandpass. The term (TCAL− TREF) represents the step change in the noise
temperature from the reference port when the noise source is switched on, and is the excess power
above the OFF state. This step in power is also referred to as the Excess Noise Ratio (ENR) of the
noise source; we call this TSTEP.

We divide Eq. 2.11, which represents the measurement data with calibration source off, by Eq. 2.13,
which represents the bandpass calibration, to flatten the system bandpass:

TOFF

TTEMP
=−(TA−TREF)

TSTEP
. (2.14)

This calibration, being a complex division, also results in the sky data being in the real component of
the complex calibrated spectrum and yields the differential measurement:

TA−TREF =− TOFF

TTEMP
TSTEP. (2.15)

This signal processing cancels any internal additive systematics originating in the signal process-
ing unit and digital signal processor, as shown in the process of differencing spectra through Eq. 2.7
- 2.12, and also performs a complex bandpass calibration of the measurement data, as shown in
Eq. 2.15. We finally get a differential measurement of the antenna temperature TA with reference to
the termination TREF. The only unknown is the power step corresponding to the difference in the noise
source in ON state compared to OFF state, TSTEP. We discuss the method adopted to derive the value
of TSTEP next.

2.4.3.3 Absolute Calibration

Absolute calibration for the measurement data is provided by determining the scaling factor for the
data from the arbitrary counts in which data is acquired to units of Kelvin. TSTEP is used in Eq. 2.15
above to convert the calibrated spectra from arbitrary units to units of Kelvin.

In order to measure this temperature step for the calibration, we make a laboratory measurement
using the receiver. The antenna is replaced with an accurate 50 Ω termination. Temperature probes
are firmly fixed on the outer conductor of this termination and another on the reference termination.
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We now immerse the termination that is in place of the antenna, along with its temperature probe,
into hot water in a thermally insulated dewar and let it cool slowly over time. The temperatures of the
terminations are logged by the probes. At the same time, the bandpass calibrated power is recorded
by the receiver system. We repeat this exercise by immersing the termination that is in place of the
antenna in ice water and let this bath heat slowly over time to ambient temperature.

We denote the true physical temperatures of the termination and reference loads by TA and TREF,
while their respective temperatures as measured by the probes are denoted by Tam and Trm . Considering
the reference load, its true temperature TREF would always be somewhat higher than the measured Trm

since the measurement from the probe is on the outer conductor of the probe which would be cooler
than the actual temperature. Thus, we may write that

TREF = Trm + k1, (2.16)

where k1 is always positive. Similarly, for the termination that replaces the antenna, we have

TA = Tam + k2, (2.17)

where k2 can both be positive or negative. When the termination is immersed in hot water, Tam would
overestimate the true temperature of the termination whereas when immersed in ice water bath, it
would be lower than TA. Both these effects are due to the fact that there is thermal resistance between
the outer metallic bodies of the terminations, where the temperature probes are fastened, and the
source of electrical noise is at the core of the electrical resistance within the terminations. Hence
the probe measurement either leads or lags depending on whether the termination is placed in an
environment that is above or below the ambient temperature respectively.

Thus, from the experiments with hot and cold water baths we have two sets of physical temperature
measurements for the LHS of Eq. 2.15 and corresponding ratios TOFF/TTEMP from corresponding
measurement data. A plot of the difference of the two temperature probes versus the corresponding
ratios from the measurement data is expected to result in a straight line, with the slope of the line
yielding TSTEP in accordance with Eq. 2.15. We also solve this data for offsets k1 and k2 in the straight
line model to account for the difference between the measured and true temperatures in each of the
temperature probes.

We thus plot the probe measurements versus the system measurements and model each of the hot
and cold bath experimental data as straight lines, constraining the slopes to be same, but allowing
for different intercepts. The common slope gives an estimate of TSTEP of value 446 K with 1%
accuracy. We note here that the absolute calibration provides a scaling factor which converts arbitrary
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counts to units of Kelvin without affecting the spectral shape of the 21-cm signal. Hence the absolute
temperature of the signal would be accurate to within 1% with the current method. We show the data
and their model fits in Fig. 2.9.

Figure 2.9: Fit that yields the Absolute Calibration Scale factor TSTEP.

2.4.3.4 The measurement equation

There are three sources of signals within the system:

• sky and ground radiation entering through the antenna, resulting in an antenna temperature TA,

• signal from the reference termination TREF, which becomes the calibration signal TCAL when
the calibration source is on, and

• signals corresponding to receiver noise from the LNAs, corresponding to the receiver noise
temperatures TN1 and TN2 that are the noise figures of the LNAs.

Since the antenna and the LNA’s have impedances at their ports that are not perfectly matched
to the interconnects, all of the above signals propagating along interconnects get partially reflected
at their terminals. All these signals thus suffer multipath propagation with differential delays from
their respective sources to the digital signal processor and interfere to produce frequency dependent
shapes. However, owing to the correlation spectrometer scheme adopted, a significant part of receiver
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signal arriving at the correlator from the two arms is uncorrelated and does not result in any response.
It is when the receiver noise signal from an LNA in one receiver arm propagates to the antenna and re-
flects back into the other receiver arm that we have a correlated receiver response in the measurement
data. Thus the amplitude of receiver related component in the measurement is reduced relative to
that in autocorrelation spectrometers. The formalism and derivation of additive signals arising due to
impedance mismatch in correlation spectrometers, for the SARAS 1 system, is in [120]. The config-
uration in SARAS 2 is somewhat different from that in SARAS 1 and we provide below generalized
expressions for the calibrated measurement data, with multi-order reflections, without pedagogical
derivation.

Tmeas =

[(
C1

C2

)
TA−TREF +

(
Cn1

C2

)
TN1 +

(
Cn2

C2

)
TN2

]
, where (2.18)

C1 =

[
∞

∑
l=0
|γ2l|

∞

∑
m=0

ℜ(γmeimφ )

]
, (2.19)

C2 =

[
1−|ψ|2

(
∞

∑
l=0

γ
lei(l+1)φ

)(
∞

∑
m=0

γ
mei(m+1)φ

)∗]

+

[
2iℑ

{
ψ

(
∞

∑
n=0

γ
nei(n+1)φ

)}]
, (2.20)

Cn1 = f1χ
∗+ f 2

1 |χ|2, and (2.21)

Cn2 = f2χ + f 2
2 |χ|2. (2.22)

The expansions for γ , ψ and χ are:

γ = (Γ1 +Γ2)Γag2, (2.23)

ψ = (Γ1−Γ2)Γag2, and (2.24)

χ = g2
Γaeiφ

∞

∑
l=0

γ
leilφ . (2.25)

The term C1 in the RHS of Eq. 2.18 represents the antenna signal and its associated reflections at
the LNA, and C2 refers to the signal from the reference termination and its reflections at the LNA and
the antenna terminal. For each of these components, the terms in Eq. 2.19 and 2.20 correspond to the
response due to direct propagation of the signals along the two receiver arms, propagation along the
two arms with multiple internal reflections but with equal delays in both arms, and lastly propagation
along the two arms and arriving at the digital signal processor with unequal delays.

The last two terms in Eq. 2.18 represent the response to receiver noise signals that arise from
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the interference of forward and reverse propagating noise from the individual LNAs that arrive at the
digital signal processor along the two arms. Γ1 and Γ2 are the reflection coefficients at the inputs of
the LNAs, and f1 and f2 are the respective correlation coefficients between the forward and reverse
traveling components of receiver noise voltages of the two LNAs. Φ is the phase difference between
the forward and reflected signals, which depends on the phase difference due to the length of the
system as well as the additional phase shift introduced by reflection Γc.

In ideal conditions, where the antenna and LNAs are perfectly matched with the rest of the system,
only the direct path would exist resulting in C1 and C2 to be unity and Cn1 and Cn2 to be zero. In such
a case, Tmeas would simply be TA−TREF as given in Eq. 2.15.

In order to minimize spectral variations in these terms, we have miniaturized the overall physical
length of the system to reduce the impact of the phase terms that result in sinusoidal responses in
frequency. The total path length was reduced so that the period of the ripple increased and hence
the observing band has only a fraction of a sinusoid, thereby maintaining smoothness in responses
to the above sources of signals in the system. Through the choice of broadband LNAs, we expect a
minimal variation of Γ1 and Γ2 across the band of operation. The correlation coefficients f1 and f2

were measured separately using the method described in [120]. They are found to be ∼ 10% for the
LNAs in SARAS 2.

Using these values, the amplitude of receiver response is estimated to be 10 K, which is multiplied
by |Γc|. Since |Γc| is shown to be maximally smooth to at least 1 part in 104 (Sec. 2.3.2.2), any
deviation of receiver response from smoothness would at most be at the sub-mK level.

We further remark that our estimates for Γ1, Γ2, Γc etc. provide the mechanism to decide on the
number of higher orders in Eq. 2.19 – 2.22 that require to be included in the modeling so that the
contribution from unaccounted reflections drops below a mK. We expand on this while analyzing test
data acquired using accurate terminations in Sec. 2.7.

2.5 Digital Signal Processing
The digital correlator is the last signal processing section of SARAS 2. This computes the auto-
correlation spectra of the signals in the two arms of the receiver and the crosscorrelation spectrum
between the two arms. The autocorrelation spectrum is a real-valued function of frequency whereas
the crosscorrelation spectrum is a complex-valued function.

The first module in the correlator is an Analog-to-Digital Converter (ADC) that digitizes the two
analog signals into 10-bit digital levels with a sampling frequency of 500 MHz. The signals are
then windowed using a four-term Blackman-Nuttall window [108] and channelized using an 8K FFT
algorithm implemented on a Virtex-6 FPGA. The 8K FFT gives 8K-point complex output, which
has Hermitian symmetry. Thus, we have 4K complex spectral estimates across the band. Since the
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noise equivalent bandwidth of the Fourier Transform of the Blackman-Nuttall window is 1.98 [108],
the total number of independent channels at the output of the FFT is very close to half of the 4K
spectral measurements. Thus the sampling, windowing and Fourier transformation of the time-domain
voltage waveforms results in 2048 independent complex numbers, corresponding to complex-valued
samples of voltages in a 2048-point filter bank spanning the 0–250 MHz band, in each of the two
signal paths. This provides an effective frequency resolution of 122 kHz. These complex outputs
of the Fourier transforms from the two arms are used to generate the crosscorrelation spectrum as
well as autocorrelation spectra for each of the two receiver arms separately [156]. These spectra are
streamed by the FPGA in the form of data packets to a computer. The data, acquired through User
Datagram Protocol (UDP), is then processed to construct the spectra with high fidelity. The spectra
are written and stored on the hard disk of the acquisition PC in MIRIAD file format [146]. While
the crosscorrelation spectrum is used in the data analysis, the autocorrelation spectra are useful for
estimating the spectral power in each analog arm and also serve as a good system diagnostic tool.

For the sensitivity requirements of the present experiment, we now derive tolerances on various
aspects of the design and performance of the digital system.

2.5.1 Tolerance on the clock jitter
Jitter in the sampling clock leads to uncertainty in the sampled amplitude of the input signal [2]. The
uncertainty increases with increase in the frequency of the input signal. This results in a deterioration
of the Signal-to-Noise ratio (SNR) in the ADC, which is given by [105]:

SNRjitter(in dBc units) =−20log10(2π fintjitter), (2.26)

where fin is the input frequency of the signal and tjitter is the clock jitter.
The SNR of the ADC is also limited by thermal noise and other spectral components, including

harmonics of the input signal [72]. This is quantified as the Signal-to-Noise-and-Distortion (SINAD),
which is the ratio of the RMS signal amplitude to the mean value of the root-sum-square of noise and
all other spectral components. Thus SNRjitter should be below the SINAD of the ADC so as to avoid
any deterioration in total SNR. For the ADC selected for SARAS 2, which is a 10-bit sampler, the
SINAD is 48.7 dB. From Eq. 2.26, we infer that tjitter should be less than 2.9 ps considering operation
at the highest frequency of 250 MHz. The actual jitter in the sampling clock, derived from the SARAS
2 synthesizer, is 1.8 fs, which is well within the tolerance derived above.

2.5.2 Tolerance on the clock drift
The sampling frequency of the clock might drift over time and this can lead to inaccuracy in the
bandpass calibration. To estimate the tolerance on clock stability, we examine the maximum slope in

49



the total system bandpass.
The bandshape is found to have a variation of 0.8 dB with two cycles of ripples over the band

of 40− 200 MHz. Assuming a maximum correlated response of 300 K, including RFI, foregrounds
and system contribution, it would result in an overall ripple of peak-to-peak amplitude 60 K. We
may model this variation as a sinusoid in frequency domain, given by T = 30sin(2πτν), where τ =

1/80 MHz−1. For a frequency shift of dν , we estimate the change in the measured temperature to be
dT
dν

= 2π×30τcos(2πτν). For the experiment, it is desirable to have dT ≤ 1 mK. This would result
in a maximum allowed frequency shift to be less than 424 Hz. Given that the sampling frequency is
500 MHz, we infer that the tolerance on the fractional frequency stability is 8.5×10−7.

SARAS 2 uses a rubidium oscillator as the primary frequency standard for deriving the sampling
clock. There is also an option for GPS disciplining built in for long term stability. The SARAS 2
sampling clock, disciplined by a rubidium oscillator, has a fractional frequency stability of 10−10;
therefore the design fulfills the required tolerance on the clock stability.

2.5.3 RFI leakage
A fraction of the power in any frequency channel leaks into neighboring channels in any filter-bank
spectrometer. This is of particular concern when there is RFI and its leakage into neighboring channels
results in corruption and hence loss of a large number of channels on either side of the frequency of
interference. Although the RFI in the central channel might be detected using algorithms discussed
below in Sec. 2.6, their contamination over the spectrum is difficult to estimate at the levels necessary
for this experiment.

SARAS 2 uses a Blackman-Nuttall windowing of the time sequences to suppress the spillover
of signals in any frequency channel into adjacent channels. This leads to loss in spectral resolution
and also sensitivity by a factor of two; however, the windowing results in modifying the point spread
function defining the spectral channels so that sidelobes in the spectral domain are substantially sup-
pressed.

We have measured the suppression factor to be better than 108 in power. Thus even if an RFI in a
channel is as strong as 105 K, its contribution in the rest of the independent channels would still be at
a mK level. This threshold on tolerable interference sets thresholds for the RFI rejection algorithm in
that spectra with RFI exceeding this threshold are completely rejected. Second, the threshold suggests
that the observing site needs to be one in which there is no continuous RFI exceeding 105 K.

2.5.4 RFI headroom
The gains in the amplifiers of the receiver arms are set so that there is sufficient headroom for RFI
and the system continues to operate in the linear regime while experiencing tolerable RFI. At the end
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of the receiver arm, the input power at the ADC is such that it does not exceed its full scale. This
ensures that the signal is not clipped in digital domain even if the total power increases appreciably
due to presence of a strong RFI. The SARAS 2 ADC clips if a sinusoid signal input to the device has a
power exceeding −2 dBm. The SARAS 2 system presents what is almost always a Gaussian random
noise voltage to the ADC, whose power is set be nominally at a much lower total power of −28 dBm,
which is 30 dB higher than the noise floor of the ADC but is also sufficiently below the clipping level.
At this level, the probability of any random sample to be close to the clip level is vanishingly small.
This reduces the effective number of bits available for the digitization of the signal; however provides
enough headroom for strong RFI. Typically during observing at radio quiet sites, it is very unlikely
that RFI increases the total power by even a few dB and, therefore, SARAS 2 is guaranteed to operate
without non-linear effects of saturation due to the spectrometer and yield useful data during most of
the observing duration.

2.6 Algorithms: Calibration and RFI rejection
In this section we describe the data processing steps that are used off-line on the measurement data
acquired. These processing steps primarily cater to the calibration of the data, rejection of RFI,
and computing noise estimates for each frequency channel. These noise estimates differ across the
spectrum due to differing number of samples rejected due to RFI and their propagation through the
different processing steps.

The cadence in each system state (Table 2.1) is 1 s. In each state a set of 16 spectral records are
acquired, each with integration time of 1/16 s. We refer to the set of 16 spectral records as a frame.
Each spectral record consists of a complex crosscorrelation spectrum, representing the crosscorrela-
tion between the signals in the two arms of the correlation spectrometer, and their autocorrelation
spectra, representing the power spectra corresponding to the signals in each arm.

In the following subsections, we describe the off-line processing steps for data reduction, cal-
ibration and RFI rejection (flagging of channels affected by interference). RFI can be of a range
of strengths, either narrowband or broadband, and their temporal variations can differ greatly from
being transient to persistent over the period of observing. While some RFI are clearly visible in a
single spectral record, some may be weak and only detectable after averaging spectra over time and
frequency to reduce noise. We follow a hierarchical approach to detect and reject data corrupted by
RFI, targeting the relatively stronger RFI in the pre-processing stage and progressively aim to reject
weaker lines in the post-calibration processing steps.
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2.6.1 Pre-Processing
The first processing step performs a median filter [61] separately on crosscorrelation and autocor-
relation spectra of each record of the 16-record frame, where one record has an integration time of
(1/16)-s. The median filter is performed using a moving spectral window of width 2 MHz spanning
over 17 independent frequency channels. At this pre-processing stage, a threshold of 2σ—twice the
standard deviation—is adopted. This removes strong RFI from the data that stand out in the (1/16)-s
integration spectra.

Processing each 1-s frame separately, the unflagged spectral points at each frequency are averaged
across the 16 records in the frame, separately for the crosscorrelation as well as the two autocorrelation
spectra. A maximum of 16 unflagged points are averaged at each frequency channel, and if the number
of points available for averaging is less than 4 at any frequency, we flag that frequency channel in the
averaged spectrum corresponding to that time frame. Corresponding to each of these time frames, we
also compute and record the standard deviation, σ(ν), at each frequency channel by computing the
standard deviation from the unflagged points for that frequency channel, and also record the effective
integration time for each averaged spectral measurement.

2.6.2 Calibration
At the end of the pre-processing, for each system state, we have three averaged spectra, namely one
crosscorrelation and two autocorrelations of the signals in the two arms of the receiver. We follow the
method described in Sec. 2.4.3.2 to calibrate the bandpass. We use the value of TSTEP as derived in
Sec. 2.4.3.3 for absolute calibration. We perform complex operations on the crosscorrelation spectra,
yielding a complex calibrated spectrum in which the sky is expected wholly in the real component.

The calibrated spectra are derived from

TSPEC(ν) =
TOFF(ν)

(TON(ν)−TOFF(ν))
TSTEP

=
TOFF(ν)

TTEMP(ν)
TSTEP. (2.27)

For each frequency channel, we also have associated estimates for RMS uncertainty σ for TOFF and
TON. We propagate these by computing the resulting uncertainty in TSPEC using the following expres-
sion:

σSPEC = |TSPEC|

√(
σOFF

|TOFF|

)2

+

(
σTEMP

|TTEMP|

)2

+2
(

σOFF

|TOFF|

)(
σTEMP

|TTEMP|

)
σ(TOFF,TTEMP), (2.28)
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where σOFF and σTEMP are the standard deviations computed from the pre-processing step and σ(TOFF,TTEMP)

is the covariance between the two spectra. This last term is non-zero because the noise in TOFF and
that in TTEMP are correlated since the latter is the difference between TON and TOFF. The larger is the
calibration signal, the lesser this covariance and hence the smaller will be the relative importance of
the third term under the square root in the above expression.

2.6.3 RFI detection/rejection post calibration
We now discuss the methods developed, and their underlying rationale, in flagging RFI on the cali-
brated spectra. There are various algorithms in the literature to detect outliers in a Gaussian noise-like
signal [109]. We choose median filtering as the preferred approach, with a threshold of 3σ for classi-
fying any point as RFI in the post-calibration rejection of RFI, σ being the standard deviation in the
data.

2.6.3.1 RFI detection in 1D individual time frames

The first and critical step towards the detection of RFI in any spectrum is the modeling and subtraction
of the best estimate for the true spectral shape, so that outliers may be recognized and rejected without
introducing any systematic biases. We then use median filtering as an outlier rejection algorithm on
the residuals, which rejects high amplitude excursions on both positive and negative sides with equal
probabilities.The concern is that if a strong RFI is present that locally biases the estimate of the true
spectral power, median filtering of deviations might result in biased outcomes. If RFI results in a
positive bias in the estimate of the true spectral level locally, the high amplitude noise points that are
positive will be preferentially flagged in that spectral region. This would result in systematic local
biases in the spectra when averaged after such asymmetric clipping. Thus in the process of estimating
for the true spectral shape, the algorithm design is required to ensure that any bias introduced would
be at sub mK levels.

To make an estimate for the true spectral shape—which we call the baseline—we first divide
the frequency band of 40− 240 MHz into two sub-bands. We fit each sub-band with a 12-th order
polynomial. The sub-band and the order of polynomial is high enough to represent foregrounds and
systematics, whose expected shapes we have estimates of from modeling of the system, and 21-cm
signal, for which we have predictions in the literature [29], to mK accuracy.

We denote the fit by yfit and the data by ydata. There are two norms we adopt for optimization of
the fit to the data: the L1 norm or Least Absolute Deviations minimizes |ydata− yfit|, where as the L2

norm or Ordinary Least Squares minimizes |ydata− yfit|2 . The L2 norm is the best linear unbiased
estimator of the coefficients in a fit [25]. In the first pass of the RFI detection we adopt the L1 norm
since it is less sensitive to outliers as compared to the L2 norm [103]. The residuals, obtained as the
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difference between data and fit, are tested for outliers using median filtering. We repeat the process
after rejecting the RFI detected in the first step, again using L1 fit, to improve the estimate of the true
baseline and also progressively improve upon RFI rejection.

Figure 2.10: Demonstration of the RFI rejection discussed in Sec. 2.6.3.1. The top left panel shows the
mock spectrum that has an added artifact representing a block of RFI with linearly varying strength.
The RFI detection is done in a sequential manner, as discussed in the text, and this panel shows the
baseline fits at the different stages overlaid on the mock spectrum; obviously the bias in the baseline
fit reduces progressively in successive stages. The upper right panel shows the residual after the first
fit; the data detected as RFI at each stage is shown in red. There is a clear structure in the residuals
due to the bias in the baseline fit at this first stage. The bias is substantially reduced when the fit is
revised after rejection of RFI based in the first iteration; this is shown in bottom left panel. A median
filter is applied on the residuals and in the final third iteration an L2 norm based fit for a baseline is
performed; the bottom right panel shows the resulting residuals. At this last stage, the entire triangular
artifact is seen to be rejected.

RFI often appears in clusters and there is often relatively weaker RFI close to stronger RFI. If
RFI is strongly clustered, the bias in the baseline fit can be severe, and such circumstances require
a different method. To illustrate this case, consider a particularly adverse case where RFI is low in
strength at one edge of an RFI cluster and progressively increases in strength towards the other end of
the RFI cluster. In such a scenario, even after the two RFI rejection iterations using L1 minimizations
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to fit for baselines, the low level RFI lying at the wings of the cluster might still survive. This is shown
in Fig. 2.10. In order to detect such low-lying RFI at the edge of an RFI cluster, we have adopted
an additional data rejection step in the difference data: on each side of any rejected channel we also
reject all the points along the frequency spectrum till two zero crossings of the data residual values are
encountered. This additional rejection step does inevitably cause loss of good spectral data; however,
it does succeed in rejecting low levels of RFI in channels close to relatively stronger RFI.

Following two such iterations of RFI rejection based on fitting to baselines using the L1 norm, we
finally perform RFI rejection using the L2 minimization for estimation of the baseline followed by
median filtering of residuals. Finally, as a test of the total quality of each spectrum, we compute the
variance for each of the difference spectra and reject all those spectra that are outliers in their variance.
This detection of poor quality spectra is also done via a median filtering of the variance estimates.

We have carried out simulations with mock data which demonstrate that for the adopted threshold
of 3σ , if the offset in baselines as a result of RFI is within 20 mK at the final stage, the bias after
outlier detection will be ∼ 1 mK. The order of the fitting polynomial and the three step process have
been chosen to satisfy this tolerance.

We find that for data acquired with SARAS 2 in reasonably radio quiet sites in Ladakh in the
Himalayas and in sites in South India, this process successfully rejects almost all of the obvious
isolated RFI in the spectrum.

2.6.3.2 Rejection of data in 2D Time-Frequency domain

Following the detection of RFI in the 1D individual spectra separately and sequentially, we next move
to 2D time-frequency domain to detect lower levels of RFI. The strength of RFI might be lower
than the median filtering threshold used on the 1D spectra, but may be detected with that confidence
when the data is averaged in 2D time-frequency space. We follow a “matched filter approach” for
this. Since RFI might be spread over a time-frequency region, we progressively average the data over
this 2D domain to detect lower levels of RFI as they cross the 3σ median filter threshold when the
averaging enhances the amplitude of the RFI relative to the noise.

We begin once again with subtracting a baseline from each spectrum, using a fit that is an estimate
of the foreground, systematics and any 21-cm signal. We divide the total spectrum in three overlap-
ping sub-bands and separately fit each segment with 10-th order polynomials. We construct a single
residual spectrum using the three residual segments, avoiding using the edges of each segment where
the fits sometimes diverge from the data.

This is done for all the spectra in the dataset yielding a 2D image of residuals over the entire
time-frequency domain of the dataset. The next step of the processing is a median filtering of the
entire dataset in 2D time-frequency to detect outliers. We then average the data both in time and
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frequency using moving windows of different widths, which progressively grow with each iteration,
and perform a two-dimensional median filtering following each averaging. The maximum averaging
window length currently used is 1 MHz in frequency, assuming that CD/EoR signal has greater width.

In the 2D time-frequency domain detection of RFI, we avoid having a uniform threshold in temper-
ature units for RFI detection using median filters, since different data points have different associated
uncertainties. This is because in the pre-processing, as well as successive iterations of RFI rejection
described above, time-frequency data points are rejected and then the data is averaged and, therefore,
different time-frequency data points have different effective integration times. For every point, we
examine its absolute value against its own uncertainty σ and if the absolute value is larger than 3σ ,
we reject the point as RFI.

We also examine the integrated powers in each of the spectra using the corresponding polynomial
fits, and reject spectra that have integrated powers that are 3σ outliers. Such outliers result from
wideband RFI, like lightning, that raise the overall power in the spectrum.

2.7 Performance Measures of SARAS 2
Performance tests have been conducted in the laboratory to examine for spurious signals in the
SARAS 2 receiver system and to evaluate whether the modeling of the system performance as de-
scribed above (Eq. 2.18) is accurate at the mK level. We replace the antenna with accurate reference
loads or terminations with different reflection coefficients, Γc, acquire measurement data and con-
struct a model to search for unaccounted spectral structure.

We use three types of terminations with a range of complexity in their Γc:

• Accurate 50 Ω termination: This is the most ideal case where |Γc| is close to 0. Thus we have
minimum reflections resulting in minimum additive signals arising from multipath propagation
of receiver noise, reference noise and signal from the termination.

• Accurate Open and Short loads: Open and short terminations are completely mismatched with
the receiver, with |Γc| of 1 and −1 respectively. All internal reflections of signals from re-
ceiver noise and reference are maximized, and in this case there is almost no signal from the
termination itself.

• Resistor-Inductor-Capacitor based network (RLC): To have a frequency behavior in |Γc| similar
to that of the antenna, we choose values of the resistor, capacitor and inductor so that the
network resonates at 260 MHz, same as that of the SARAS 2 antenna, and the shape of Γc

is similar to that of the antenna. Thus all signals that reflect off this termination and suffer
multipath propagation appear in the measurement data with systematic shapes that have the
imprint of the frequency dependence of |Γc|.
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With each of these terminations in turn we acquired data for 10 hours in the laboratory and pro-
cessed the measurement sets using the algorithms discussed in Sec. 2.6. The final set of spectra, after
processing with the RFI rejection algorithms, were averaged in time to derive a single spectrum. We
discuss below the modeling of these data, and the method of examining the residuals for the presence
of spurious signals. The RMS noise in the residuals of the spectrum, after data modeling and without
any spectral averaging, is in the range 15–20 mK.

2.7.1 Examining measurement data for spurious signals
We analyze the residuals seeking to detect two forms of spurious signals: sinusoids and Gaussian
shaped structures. Sinusoidal spurious signals are spread out in the spectral domain but appear as
spikes in its Fourier domain while the Gaussian shaped spurious signals have a compact base in both
the spectral and in its Fourier domain.

2.7.1.1 Sinusoidal spurious signals

Any sinusoid in the residual spectra would stand out as a spike in its Fourier domain. Thus, to detect
the presence of sinusoidal spurious signals, we perform Fourier transformation of the residuals to get a
spectrum of Fourier amplitudes at different Fourier modes. These amplitudes of the Fourier transform,
where the input is zero mean Gaussian noise, follows a Rayleigh distribution [116, Chapter 6]. Thus,
if any sinusoidal spurious signals exist in the residual that are detectable given the measurement noise,
we would expect an outlier in the Rayleigh distributed amplitudes.

We compute the cumulative distribution function for the amplitudes of the Fourier modes and
inspect if the fraction of amplitudes above 2, 3 and 4 σ are within the expectations for a Rayleigh
distribution, assuming that the residuals are Gaussian random noise. Further, since the real and imag-
inary components of the Fourier transform are expected to have Gaussian distributions if the spectra
are Gaussian random noise, the 2D distribution of real versus imaginary of the components in the
Fourier transform would be expected to have a symmetric distribution. To quantify this, we test for
the uniform distribution of phase of the Fourier transform using Chi-Square test [58]. Any significant
deviation from uniform distribution would imply the presence of coherent structure in the residuals.
This is a second test for departure from Gaussianity in the Fourier domain.

2.7.1.2 Gaussian spurious signals

We adopt a matched filtering approach to examine if the residuals contain Gaussian shaped structures.
Gaussian functions, with a range of widths σ are centered at a range of frequencies ν0 within the band.
The 1σ width is iteratively varied from 1− 20 MHz in different trials. We convolve the residuals
with these Gaussian windows of various widths and positions. At any location and for any width, if
the summation over the product of the Gaussian window with the residual significantly exceeds the
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expectation from convolution of same window with a mock data that is Gaussian random noise, we
may infer the presence of a Gaussian structure of width σ at the frequency ν0.

2.7.2 Modeling internal systematics
We use the model based on the analysis of signal propagation in the SARAS 2 system, as given by the
measurement equation in Eq. 2.18, to fit to the data. As discussed in Sec. 2.4.3.4, we include higher
order reflections that are expected to result in structure above mK in the model. Since contributions
from orders higher than three are at sub-mK levels, we restrict to third order reflections ({l,m,n}= 3
in Eq. 2.18). For reasons explained in Sec. 2.2, we restrict our analysis to the band 110−200 MHz.

The model fit to the calibrated measurement data, using the measurement equation, was done
using the Nelder-Mead optimization [104]. Further, to avoid solutions that are unphysical, we ap-
propriately constrain the parameters to be within expected ranges and also use multiple iterations of
the Basinhopping algorithm [171] to get parameters that are meaningful and acceptable given the
hardware configuration and measured characteristics of the system components.

We finally compute the difference between the spectrum and the fitted model to get the residuals.
We then carry out the tests discussed above in Sec. 2.7.1 for examining for sinusoidal or Gaussian
shaped spurious structures in the residuals.

2.7.2.1 Results from the 50 Ω termination data

The measured spectra, along with the residuals, for the case of modeling of measurement data from
50 Ω termination are shown in Fig 2.11. After averaging the data over the entire 10 hours, the RMS
noise in the residual is 15 mK.

We further test for the presence of underlying sinusoids and Gaussian structures with the methods
discussed above in Sec. 2.7.1. We do not find any sinusoidal structures in the data down to a sensitivity
of ∼ 1 mK. This level is considerably lower than the reported RMS noise of 15 mK since in the
Fourier domain, sensitivity to any Fourier mode is enhanced by a factor that is of order the square
root of half the number of independent channels. We also show the real and imaginary parts of the
Fourier transform and the distribution of these Fourier amplitudes in Fig. 2.12. The sensitivity of the
test for Gaussian structures varies with the width of the Gaussians for which the test is done. The
upper limits on amplitudes of Gaussian-type spurious signals range from 1− 10 mK for widths of
25 MHz to 1 MHz respectively. At the reported sensitivities, all the results are consistent with the
measurement data being Gaussian random noise.

2.7.2.2 Results from the Open/Short termination data

Whereas in the case of a termination that is an electrical short we expect the reflected voltage to be
phase shifted by 180◦, there is no phase change on reflection from an electrical open termination. The
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Figure 2.11: The top panel shows the measurement data for the case of termination of the receiver
with a 50 Ω load. The bottom left panel is the residual after subtracting the best fit model. The bottom
right panel shows the distribution of the residuals overlaid with a Gaussian distribution of the same
mean and standard deviation as that of the residuals.

two spectra, obtained using open and short terminations, are similar except for this 180◦ phase shift
in the reflected components. Therefore, we show the results of modeling and analysis for systematics
only for the case of the open termination.

For both the open and short terminations, there is no source of signals at the terminations. The
spectrum contains multi-order reflections from only the reference and receiver noise TREF. We model
the data using the measurement equation Eq. 2.18, setting TA = 0. The residuals, after subtracting the
best-fit model, are shown in Fig. 2.13. The residuals appear consistent with Gaussian random noise,
with an RMS of ∼ 15 mK.

Similar to tests for the 50 Ω termination, we carried out tests for presence of sinusoids and Gaus-
sian structures in the data for the open termination. The real and imaginary part of the Fourier Trans-
form and the distribution of Fourier amplitudes are shown in Fig. 2.14. We do not see any evidence
for sinusoids and Gaussian spurious structures at the same sensitivity levels as reported in Sec. 2.7.2.1
for the case of the 50 Ω termination.
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Figure 2.12: The left panel shows real versus imaginary components of the Fourier transforms of the
residuals. The right panel shows the distribution of amplitudes of the Fourier transform overlaid with
a Rayleigh distribution of amplitudes. The Fourier transform is carried out on normalized residuals;
i.e., data residuals are first divided by the corresponding RMS uncertainties and hence the standard de-
viations of the normalized residuals is unity. Both these plots are consistent with a residual containing
Gaussian noise and there is no evidence for spurious signals.

2.7.2.3 Results from the RLC termination data

To model the measurement data in the case of the RLC termination, we use the complete measurement
equation (Eq. 2.18) taking into account the spectral shape of Γc, coupling of TA into the system as well
as multi-order reflections due to the receiver noise and also a TA equivalent to the resistance in the
RLC network. We show the residuals to the model fit and its Fourier components in Fig. 2.15 and
2.16 respectively. The RMS noise of the residuals, after removing the best fit model from the data, is
20 mK. This is higher than 15 mK RMS noise obtained in the other terminations. This is primarily
due to more RFI flagging in case of RLC termination compared to better electromagnetically shielded
50 Ω and Open/Short terminations.

From the Fourier analysis, we do not find any outliers that may be evidence for sinusoids in the
residual data above the measurement noise, which is ∼ 2 mK. Similarly, with the matched filter
tests using different Gaussian functions, we conclude that there are no Gaussian artifacts at a level of
2−15 mK for widths in the range 25 MHz to 1 MHz respectively.
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Figure 2.13: The top panel shows the spectrum for the case of an open termination, after removal
of the common additive component that is in measurement data acquired in both the open and short
terminations. The residuals, including noise, in the data has been amplified by a factor of 100 for
better representation (only for the top panel). The bottom left panel is the residual after removing the
best fit model. The bottom right panel shows the histogram of residuals overlaid with a Gaussian of
same mean and standard deviation as that of the residuals.

2.7.3 Modeling using maximally smooth functions
Modeling using the measurement equation is challenging when the number of parameters necessary
to describe the data increases, and as the complexity of |Γc| increases. This is the case when an RLC
termination replaces the antenna, with a reflection coefficient that varies across frequency, and would
be the case when the antenna is connected to the system and the antenna temperature includes sky
and ground radiation. The large number of parameters in the modeling, if left free and without being
determined by field or laboratory measurements, would give the model considerable freedom. There
may also be degeneracy between parameters describing the model for the system and foregrounds,
and confusion arising from degeneracy between parameters describing the system, foreground and
21-cm global CD/EoR signal. This results in increased uncertainty in the derived parameters for the
CD/EoR signal.

A better approach may be to use a model description for the system, and perhaps foregrounds
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Figure 2.14: The left panel shows the 2D distribution of real versus imaginary components of the
values of the Fourier transform for residuals of the data obtained in the case of the open termination.
The right panel shows the distribution of amplitudes of the Fourier transform overlaid with a Rayleigh
distribution function. The Fourier transform is carried out on normalized residuals; i.e., data residuals
are first divided by the corresponding RMS uncertainties and hence the standard deviations of the
normalized residuals is unity.

as well, that is less likely to subsume a substantial part of the 21-cm signal. We may thus try to
approximate the calibrated measurement data with a maximally smooth function [143], or a variant
of that which allows minimum freedom to fit out complex cosmological signals while having the
necessary freedom to fit out the systematics and foregrounds. The motivation for modeling the data
using a maximally smooth function is to have a limited freedom in the model such that it causes
minimum loss of 21-cm signal, preserving its higher order structures, while being able to model the
foreground with mK accuracy [145].

Following this alternative approach, we fit each dataset corresponding to 50 Ω, Open/Short and
RLC terminations with maximally smooth functions. Since there are higher order reflections of re-
ceiver and antenna signals that contribute above a mK, we allow for a maximum of one inflection point
in the band. With this approach, the residuals from different terminations reach the same noise levels
as the residuals resulting from the fit to the data using the measurement equation in Sec. 2.7.2.1,
2.7.2.2 and 2.7.2.3. We show here, as an example in Fig. 2.17, the maximally smooth function fit and
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Figure 2.15: The top panel shows the calibrated measurement data in the case of the RLC termination.
The residuals, including noise, in the data has been amplified by a factor of 100 for better represen-
tation (only for the top panel). The bottom left panel is the residual left after subtracting the best fit
model based on the measurement equation for this termination. The bottom right panel shows the
histogram of residuals overlaid with a Gaussian with same mean and standard deviation as that of the
residuals.

residuals for the data obtained with an RLC termination at the antenna terminal.
We also obtain models for the measurement data for different terminations via best fits of the

measurement equation to the data. These data models capture the overall complexity of the spectrum.
We have tested their smoothness by fitting these models with maximally smooth functions. The
maximally smooth function is found to be able to approximate these models to 2 mK level, which
is a smoothness of 1 part in 105 considering that the actual spectral shape may be a few hundreds
of Kelvin. Thus, the tests suggest that the class of 21-cm signals that have complex variations over
the band, and have antenna temperatures more than this confusion limit of 2 mK, can potentially be
detected by the system.

2.8 Comparison with other radiometers
We compare below the designs of the radiometers employed in different experiments for detection of
global-21-cm signals. Table 2.2 provides a summary.
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Figure 2.16: The left panel shows 2D plot of the real versus imaginary components of the Fourier
transform values for RLC termination residuals. The right panel shows the distribution of amplitudes
of the Fourier transform values overlaid with Rayleigh distribution form. The Fourier transform is
carried out on normalized residuals; i.e., data residuals are first divided by the corresponding RMS
uncertainties and hence the standard deviations of the normalized residuals is unity.

SARAS 2 uses an electrically short spherical monopole antenna, targeting the signal spanning
from 40− 200 MHz encompassing CD and EoR. This is in contrast with other experiments which
either have different antennas and receiver systems to cover the whole band (EDGES) or target a
specific subset of the band (BIGHORNS, SCI-HI and LEDA). The SARAS 2 monopole antenna
ensures achromaticity of the beam over its entire wide band; however, suffers from poor efficiency
at longer wavelengths. The other experiments, by employing either electrically large antennas or
antennas with dimensions matched with operating frequencies, suffer from varying amounts of beam-
chromaticity while maintaining good efficiency over their respective bands.

The SARAS 2 antenna design also achieves smoothness of antenna reflection coefficient to 1 part
in 104, which is desirable in controlling the nature of internal systematics as well as in maintain-
ing a smooth transformation of intrinsic sky signal to the measured spectrum. In other experiments,
BIGHORNS antenna has frequency structure at 10−1 level [154]. EDGES employs a separate cir-
cuitry in the field to measure the reflection coefficient and uses that in the data modeling. LEDA, on
the other hand, plans to cross-correlate its radiometer with existing Long Wavelength Array (LWA)
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Figure 2.17: The top panel shows the result of a maximally smooth function fit to the RLC termination
data. The residuals, including noise, in the data has been amplified by a factor of 100 for better
representation (only for the top panel). The bottom left panel shows the corresponding residuals
while the bottom right panel shows the distribution of the residuals with an overlaid Gaussian of same
mean and standard deviation as that of the residuals. Datasets with comparatively lesser complex
shapes; e.g., when the termination is 50 Ω or Open/Short, also reach thermal noise levels on fitting
with a maximally smooth function.

antennas and use the interferometer visibilities to solve for the antenna characteristics. Further, the
SARAS 2 antenna is the only one that is a monopole and it is the only radiometer that does not have
a balun, presence of which can lead to frequency dependent losses that are difficult to calibrate.

Comparing receivers, other experiments essentially measure the autocorrelation of a single RF
chain, and the single antenna signal is carried over to their respective digital receivers over RF cables.
Further, bandpass calibration is performed by toggling between the antenna and calibration loads or
noise source (Dicke switching). SARAS 2 differs from these schemes in that it employs a crosscorre-
lation spectrometer where the signal is split into two paths immediately after it enters the receiver and
the signals in the two RF paths are cross-correlated. Further, instead of toggling between load and
antenna, that changes the nature of systematics in each switch position, SARAS 2 utilizes a cross-over
switch where the antenna and noise source are connected all the time and hence the nature of system-
atics remains the same in all switch positions. The combination of crosscorrelation along with the

65



devised architecture of the receiver results in phase switching which cancels out the spurious additive
signals in the process of calibration. For the transmission of RF signal from the receiver output at
the antenna to the filters placed 100 m away, SARAS 2 employs optical fibers instead of RF cables.
This prevents the undesirable coupling of noise from the filters and amplifiers, which are in the signal
processing unit, from one receiver arm to the other via internal reflection at the antenna; such internal
reflections can result in the system noise manifesting as additive short period ripples in the measured
spectrum.

66



Table 2.2: Comparison of system designs in different experiments
Experiment Frequency Range Antenna Presence of

Balun
Calibration Scheme Type of Spec-

trometer

SARAS 2 40−200 MHz Spherical
Monopole an-
tenna

No Noise source coupled into
system via power combiner
without Dicke switch

Crosscorrelation

EDGES 100 − 200 MHz
(High-Band)
50 − 100 MHz
(Low-Band)

Blade Antenna Yes Switching between antenna
and noise source

Autocorrelation

BIGHORNS 70−200 MHz Conical log-
spiral antenna

Yes Switching between antenna
and reference load

Autocorrelation

SCI-HI 40−130 MHz HIbiscus antenna Yes Switching between antenna,
50 Ω,100 Ω and short termi-
nation

Autocorrelation

LEDA 40−85 MHz Dual-polarized
dipole antenna

Yes Switching between antenna
and noise source combined
with crosscorrelation from
other antennas for antenna
gain and beam estimation

Autocorrelation
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2.9 Summary
We have developed a wideband precision spectral radiometer, SARAS 2, towards detection of 21-
cm global signal from Cosmic Dawn and the Epoch of Reionization in the frequency range 110−
200 MHz. For each sub-system, as well as for various data processing strategies, we have discussed
the favorable features that would aid in the detection. Using these criteria, we have evolved the
radiometer design to have characteristics conducive to the experiment.

The electromagnetic sensor is a spherical monopole antenna, with a frequency independent beam
along with spectrally smooth reflection and radiation efficiencies. The properties of the antenna have
been characterized by simulations and field measurements. As discussed in detail in the next chapter,
we have also developed a novel way of measuring the total antenna efficiency using GMOSS and
acquired sky data. The analog receiver has been designed such that the system can be calibrated with-
out Dicke switching, along with a mechanism to cancel the spurious additive signals through signal
splitting and crosscorrelation. The receiver is connected directly to the antenna thereby minimizing
the lengths in the system, which otherwise would result in high order frequency structure. The config-
uration has been devised to control the nature of internal systematics and keep them spectrally smooth
in order to discern between foreground, systematics and the 21-cm signal.

We have outlined the signal path in the system leading to the measurement equation, including
multi-order reflections, along with the description and the rationale of the algorithms developed for
data pre-processing, calibration and RFI rejection. This is followed by the evaluation of system
performance by connecting various terminations replacing the antenna, with increasing complexities
of the resulting systematics.

We have analyzed the internal systematics by using the measurement equation to approximate the
spectrum as well as by modeling it with a maximally smooth function. Using both these methods, we
get data residuals with RMS noise ranging from 15–20 mK for 10 hr of integration for all terminations.
The residuals, which are dominated by Gaussian noise, are then tested for the presence of sinusoids
and Gaussian shaped structures. Using various tests developed, we place an upper limit of 2 mK for
sinusoidal spurious signals and an upper limit of 2–15 mK for Gaussian shaped structures with width
in the corresponding range of 20–1 MHz.

Thus the system has been demonstrated to be sensitive to mK levels without being limited by any
un-modeled systematic structure, consistent with the requirements of radiometer design for precision
measurements of global cosmological redshifted 21-cm from CD/EoR.
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Chapter 3

SARAS 2 Observations, Data and
Constraints on EoR†

“The total amount of energy from outside the solar system ever received by all the radio telescopes

on the planet Earth is less than the energy of a single snowflake striking the ground. In detecting

the cosmic background radiation, in counting quasars, in searching for intelligent signals from

space, radio astronomers are dealing with amounts of energy that are barely there at all.” - Carl

Sagan

3.1 Introduction
Amongst the primary challenges in the detection of 21-cm from CD/EoR are the accurate modeling
of internal systematics and foregrounds. This involves rigorous exercise in modeling the system
response, measuring the frequency characteristics of the antenna and developing algorithms to model
foregrounds.

Modeling the internal systematics requires a detailed knowledge about the system, signal path and
the contributions from different modules of the radiometer. This gains importance since the system
response needs to be calibrated or modeled to mK levels. Different aspects of modeling of the internal
systematics have been discussed in Chapter 2.

Modeling the foreground from the measurement set needs a detailed insight of the underlying
physics of radiative processes that contribute to the observed power. This understanding is enabled

†Based on:

1. Singh, S., Subrahmanyan, R., Shankar, N. U., et al. 2017, The Astrophysical Journal Letters, 845, L12

2. Singh, S., Subrahmanyan, R., Shankar, N. U., et al. 2018, The Astrophysical Journal, 858, 54
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by the sky maps available over a range of frequencies and their modeling using a physics-driven ap-
proach. These studies have shown the foregrounds to be spectrally smooth without embedded wiggles
that can confuse in distinguishing spectral features present in the global 21-cm signal, which is ex-
pected to have multiple turning points in its spectrum. Thus foreground removal strategies have tried
to exploit the smoothness of foregrounds using constrained parametric and non-parametric approaches
[145, 62, 63].

However, equally important to a high precision experiment is an observation site that is radio
quiet. Though there are robust routines to detect and flag RFI, they are limited in their abilities to
pick up very low lying RFI. This issue is further exacerbated by the different spectral shapes of the
RFI, as discussed in Sec. 2.6. Since mitigation routines are mostly sensitive to narrowband RFI, the
ones with very broad spectrum, especially with weak amplitudes, can potentially be the showstopper
in the detection of the 21-cm signal. We have selected the observation sites through extensive survey
of various remote regions in Southern India and trans-Himalayan regions.

In this chapter, we address these challenges, and derive constraints on EoR using the observation
data. We begin in Sec. 3.2 with results of a site survey that was undertaken over 2015-16 in re-
mote regions in Southern India and Trans-Himalayan regions in Ladakh, India. We then describe the
SARAS 2 observations in Sec. 3.3 and proceed to derive the total efficiency of the antenna using the
observations and a global sky model in Sec. 3.4. We perform data quality assessment in Sec. 3.5. This
is followed by employing different approaches to modeling the foreground plus systematics leading
to constraints on EoR in Sec. 3.6. We conclude in Sec. 3.7.

3.2 Site Survey
For characterization of RFI environment of the sites, we developed a portable radiometer that could be
quickly assembled and deployed in remote sites. The electromagnetic sensor was a discone antenna
which was connected to the first amplification stage through a 10 m coaxial cable. 100 m coaxial
cable from the first amplification stage lead to the shielded enclosure that housed the second ampli-
fication and filter stage along with Spectrum Analyzer and a laptop. The Spectrum Analyzer was
interfaced with the laptop for data acquisition and recording the measurements. The power to the first
amplification stage was supplied through the 100 m coaxial cable through a bias-T. The entire setup
was operated on batteries. The setup schematic and the antenna are shown in Fig. 3.2. We present
below 30 minute data from different sites surveyed, where we show the median averaged spectrum
along with the time-frequency plots from each site. Fig. 3.1 shows the locations of the sites where the
RFI environment was characterized.

70



Figure 3.1: Location of different sites where the RFI characterization was carried out.

(a) (b)

Figure 3.2: (a) Schematic of the radiometer employed for characterizing the sites and (b) Discone
antenna used for the characterization.
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(a) (b)

Figure 3.3: (a) Averaged spectrum and (b) Time-Frequency Plot for Gauribidanur Radio Observatory,
Karnataka. Date: 31-01-2015.

(a) (b)

Figure 3.4: (a) Averaged spectrum and (b) Time-Frequency Plot for Kashapura, Gauribidanur, Kar-
nataka. Though the site is only 6 km from Gauribidanur Radio Observatory (Fig. 3.3), there is a clear
deterioration in the radio environment. Date: 31-01-2015.
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(a) (b)

Figure 3.5: (a) Averaged spectrum and (b) Time-Frequency Plot for Upper Bhawani Region, Ooty,
Tamil Nadu. Date: 25-02-2015.

(a) (b)

Figure 3.6: (a) Averaged spectrum and (b) Time-Frequency Plot for Parson’s Valley, Ooty, Tamil
Nadu. Date: 26-02-2015.
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(a) (b)

Figure 3.7: (a) Averaged spectrum and (b) Time-Frequency Plot for Shahapur region, Karnataka.
Date: 11-03-2015.

(a) (b)

Figure 3.8: (a) Averaged spectrum and (b) Time-Frequency Plot for Nyamaddala, Andhra Pradesh.
Date: 24-03-2015.
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(a) (b)

Figure 3.9: (a) Averaged spectrum and (b) Time-Frequency Plot for Timbaktu Collective, Andhra
Pradesh. This again reflects the varying RFI environment in a region. The RFI environment in Fig. 3.8
is only a few kilometers from this site, but the site being a valley surrounded by hills improves the
RFI environment considerably. Date: 24-03-2015.

(a) (b)

Figure 3.10: (a) Averaged spectrum and (b) Time-Frequency Plot for Hanle Region, Ladakh, Jammu
and Kashmir. Date: 02-04-2016. The comb-like structure in the spectrum is the noise-floor of the
Spectrum Analyzer.

75



(a) (b)

Figure 3.11: (a) Averaged spectrum and (b) Time-Frequency Plot for Korzok, Ladakh, Jammu and
Kashmir. Date: 07-04-2016.

We carried out site survey in six different regions in India, ranging from peninsular to Trans-
Himalayan regions. It was interesting to see the variation in the RFI environment within a region.
Two clear examples of this were found in Gauribidanur and Timbaktu Collective area. In both the
regions, sites separated within 10 km showed different radio environments due to presence of hilly
terrain or change in the altitude. The opposite effect was seen in Ladakh region where the sites
separated by more than 100 km were very similar in their radio environments.

Based on radio quietness of the sites, ease of performing iterative runs, accessibility and the lo-
gistical support, the final set of night sky observations with the current SARAS 2 system were carried
out at Timbaktu Collective. From Sec. 3.3 onwards, we present the analysis and results from the data
collected at Timbaktu Collective.

3.3 A measurement for the 21-cm EoR global signal
SARAS 2 was deployed at the Timbaktu Collective (Latitude=+14.◦242328, Longitude=77.◦612606E).
Data were acquired over 13 nights from 2016 October to 2017 June. Ionospheric Total Electron Con-
tent (TEC) for the entire observing was less than 20 units, corresponding to quiet conditions∗. Pre-
processing and data calibration was performed within the MIRIAD environment [146] using custom
tools.

Data were acquired cycling through each of four states: alternating the cross-over switch and tog-
gling the calibration noise in each switch position. A batch of sixteen 67.1-ms integrated spectra were
acquired in each state of the receiver. They were Hampel filtered [61] to reject strong RFI and then

∗CODE data archive (ftp://ftp.unibe.ch/aiub/CODE/2016/)
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averaged. Common-mode responses of the correlation spectrometer were rejected by differencing
spectra corresponding to the two switch states; this was followed by complex bandpass calibration.

The calibrated spectra were processed using algorithms for detection/rejection of data corrupted
by lower levels of RFI. Spectra were fit with suitably high-order (10-th order) Legendre polynomials
over multiple overlapping bands, in order to fit out plausible models for the EoR spectrum as well as
foregrounds and instrumental systematics, and outliers in the residuals were detected using median
filters and rejected. This was performed in successive iterations while progressively lowering the
detection threshold and repeating the fits. Data were also progressively averaged in frequency and
time to detect faint RFI that may be present in contiguous channels and/or times. The algorithm was
designed to avoid asymmetric clipping of noise peaks that may result in bias in averaged residuals at
levels at which the EoR signal is expected. Details of the calibration process and RFI rejection were
discussed in Sec. 2.6.

Long duration laboratory tests of the receiver were done with the antenna replaced by a variety
of terminations: open, short and impedance matched terminations and a resistor–inductor–capacitor
network with Γc(ν) similar to that of the SARAS 2 antenna. All of these, on processing as above and
fitted using a single smooth function as defined in Sathyanarayana Rao et al. [143], yielded residuals
consistent with expected thermal noise. Different terminations and their corresponding modeling have
been presented in Sec. 2.7.

3.4 Measurement of the total efficiency of SARAS 2 antenna us-
ing an all-sky model

Using the observation datasets, acquired and processed as described in Sec. 3.3, we developed a
method to derive the total efficiency of the SARAS 2 antenna. This is a crucial input to the data
modeling and the method is sufficiently generic to be applicable to any antenna. The method uses
a global model for the sky brightness distribution. We have used Global MOdel for the radio Sky
Spectrum (GMOSS) [144] as the model and the SARAS 2 receiver to measure the total efficiency of
the SARAS 2 monopole antenna.

At any frequency, the calibrated measurement data can be decomposed into a sum of contributions
from the foreground, ground and receiver systematics. Further, the data is measured with reference
to a standard load, whose physical temperature over the observing time is recorded using a logger.
The contributions from foreground and the reference load temperature are the only significant time-
varying components in the data. Since the instrument bandpass is being calibrated every second, all
the temporal variations in receiver gain are calibrated out. Though the ground temperature may vary
over the observing time, this is a variation on the surface; the effective temperature of the ground
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emission corresponds to the temperature at an effective penetration depth. In the frequencies of inter-
est, the effective penetration depth is ∼ 2.5 m [158, Chapter 3]. At this depth, the diurnal temperature
variations have been found to be negligible [50]. Thus the contributions from instrument systematics
as well as contributions from the ground are essentially time invariant and may be treated as constant
additive signals in the spectrum.

The measured temperature, thus, can be represented as :

TA(ν , t) = ηt(ν)TW(ν , t)+Tadd(ν)−Tref(t), (3.1)

where TA is the measured temperature, TW is the beam-weighted foreground that couples to the system
through the total efficiency ηt of the antenna, and Tref is the reference temperature. It is to be noted
that we actually measure the physical temperature of the reference load Tp, which is linearly related to
the actual temperature Tref. This is because there is a thermal resistance between the actual source of
noise and the outer metallic body where the temperature is measured. The time-invariant component
of the data consisting of the systematics and ground contributions is represented by Tadd.

Using GMOSS, we decompose the time series data at each frequency into three components:

• a component correlated with temporal variations in the foreground brightness,

• a component correlated with temporal variations in the reference load temperature, and

• a component that is constant over time.

Thus, at any frequency ν we have the following equation:

TA(ν , t) = ηt(ν)TW(ν , t)+a1Tp(t)+a2(ν), (3.2)

where TA is the measured equivalent temperature, TW is derived from GMOSS as a weighted average
of the model TB over the sky with a weighting by the antenna beam. Tp is taken from the reference
load temperature measurements. Using these, we optimize for a1 using measurement data across time
and frequency that includes sufficient LST range so that the antenna temperature varies significantly.
ηt and a2 are optimized for each frequency independently. Constant a1, along with ηt and a2(ν) that
are functions of frequency, are globally optimized.

We show the fit for the first term in Eq. 3.2 at four representative frequencies in Fig. 3.12. The
curve is a straight line, with slope yielding the total efficiency at the given frequency. This method
also provides an estimate of the additive signals in the system a2(ν), shown in Fig. 3.13, which may
be used as a tool to model the data.
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Figure 3.12: The component of data that is correlated with GMOSS foreground predictions shown
at four sample frequencies. The slope of the line at each frequency provides an estimate of the total
efficiency at that frequency.

Figure 3.13: The component of data that is time invariant, which includes contribution from fore-
ground, reference temperature, ground and internal systematics.
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The resulting total efficiency across the band is shown in Fig. 2.8 and is reproduced in the middle
panel of Fig. 3.19 for reference. The total efficiency represents the attenuation with which any EoR
signature would be present in observed spectra. It may be noted here that the efficiency is poor and
more so at lower frequencies; this was a design compromise made for SARAS 2 in that efficiency
was sacrificed for spectral smoothness in the reflection efficiency and frequency independence of the
beam. We have discussed this trade-off in Sec. 2.3.1.2.

Poor total efficiency below 100 MHz and rejection of data corrupted by RFI resulted in useful data
in the 110–200 MHz band and these calibrated spectra were used for foreground removal and signal
detection.

3.5 Data quality assessment
A total of 63 hr of useful night time data were obtained over the frequency band of 110–200 MHz.
Data residuals, after modeling for foregrounds and internal systematics, yielded spectra with resolu-
tion 122 kHz and root-mean-square (RMS) noise of 11 mK, consistent with expectations from the
radiometer system temperature, observing time etc.

The calibrated data, along with the corresponding relative weights across the band, are shown in
Fig. 3.14. The weights vary due to different RFI rejections at different frequency channels. We show
the representative residuals after 7-th order polynomial fit in Fig. 3.15.

Figure 3.14: The top panel shows the calibrated data. The bottom panel shows the relative weights.
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Figure 3.15: Residuals obtained after fitting calibrated sky data, following RFI rejection, with a 7-th
order polynomial representing the foreground. On the right is a histogram for the amplitudes along
with the best-fit Gaussian. Since data rejection for RFI varies across channels, the channel amplitudes
vary in their signal-to-noise ratio and, therefore, amplitudes are normalized by their 1σ errors for the
histogram.

We show in Fig. 3.16 the data residuals for 63-hr averaging for polynomial fits with different
orders of polynomial. With increasing orders, the residuals are noise-like with no apparent systematic
structure present.

81



Figure 3.16: The figure shows data residuals obtained after subtracting different orders of polynomi-
als; the numbers in the legends indicate the number of terms in the polynomial fit, order being one
less than the number of terms. The panel on the left shows the residuals without any averaging in
frequency, while the panel on the right shows the residuals smoothed using Hanning window with
width of 1 MHz [114].

We further inspect the data quality across different nights selected for analysis. We show the
residuals for different nights in Fig. 3.17 for the 7-th order polynomial fit, which are also consistent
with noise with no apparent residual systematics.
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Figure 3.17: The figure shows the residuals from each night selected for analysis, obtained by fitting
and subtracting 7-th order polynomial. On an average, the observing time for a single night is ∼ 5
hours. The total observing time is 63 hours for 13 nights. The panel on the right shows the residual
from each night after averaging in frequency using Hanning window with width of 1 MHz [114]. The
numbers in the legend represent indices for different nights.
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Finally, since the design philosophy of the radiometer has been to have a spectrally smooth re-
sponse, we attempt modeling the systematics plus foreground by a single maximally smooth function.
As discussed in [143], maximally smooth functions are constrained class of polynomials that do not
allow zero-crossings in higher order derivatives. Hence they can fit only to the smooth component
of the data preserving all the spectral features in the residuals of the fit. Since there are higher order
internal reflections of system temperature that contribute above a mK, we allow for a maximum of
one inflection point in the band as discussed in Sec. 2.7.3. Using this approach, we obtain the resid-
ual spectrum averaged over 63-hr as shown in Fig. 3.18. Employing maximally smooth functions to
constrain global 21-cm signals is a work under progress.

Figure 3.18: The top panel shows the averaged, calibrated spectrum along with the maximally smooth
function fit with at most one inflection allowed. The residuals, including noise, in the data have been
amplified 100 times for better visualization. The bottom panel shows the residuals of the smooth fit.

3.6 Modeling methods
Modeling the data for internal systematics and foregrounds may be done using several approaches.
A physical approach is to use the measurement equation, as described in Sec. 2.4.3.4, along with
a physical model for the foregrounds. However, such an approach requires exact functional form
to describe the system, foregrounds and other components that are present in the data. In order to
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represent foregrounds and systematics, a large number of parameters may become necessary which
may have degeneracies between them.

However, since the design philosophy of the radiometer has been motivated towards keeping the
system response spectrally smooth, we follow the approach of modeling the data using low-order
polynomials to represent internal systematics and foregrounds in a single function. We follow the
Bayesian as well as frequentist approach towards constraining the EoR models.

Since the modeling and subtraction of foreground was performed by fitting low-order polynomi-
als, it also inevitably resulted in partial filtering out of the EoR signal. We adopt the global 21-cm
templates predicted by the semi-numerical simulations of Cohen et al. [29] as representative of cur-
rently allowed signals. The templates are outputs of a self-consistent 4-D (3 spatial dimensions +
time) large-scale simulation of the high redshift universe [e.g., 169, 46]. In this simulation X-ray and
UV photons emitted by a realistic non-uniform and time-dependent population of sources are propa-
gated accounting for time delay and cosmological redshift. These photons heat and ionize the initially
cold and neutral IGM which produces the 21-cm signal.

The cosmological 21-cm signal propagated through the SARAS 2 system, S(ν), is related to the
input cosmological signal, S0(ν), by the total efficiency ηt(ν) of the SARAS 2 monopole antenna; i.e.,
S(ν)=ηt(ν)×S0(ν). To model the cosmological component in our data analysis we use 264 different
theoretical 21-cm spectra presented by Cohen et al. [29]. In Fig. 3.19 (top) we show a representative
set of 25 input cosmological spectra in the 40–200 MHz band, from which the contribution of the
Planckian form of CMB has been subtracted. To demonstrate the effect of the SARAS 2 system, on
the bottom panel of Fig. 3.19 we show the same signals after they have been propagated through the
system. The signals are attenuated when propagated through the system due to the total efficiency,
with the loss increasing towards lower frequencies. The total efficiency of the SARAS 2 system has
been discussed in Sec. 2.3.2.3. We provide the measured total efficiency in middle panel of Fig. 3.19
for reference.

3.6.1 Bayesian Approach
We employ low-order polynomials for modeling the foregrounds and systematics, considering the
spectral smoothness of the foregrounds and system response. Since the different EoR templates have
different variations with frequency, we separately optimize for different templates the order of poly-
nomial and frequency sub-band for their analysis to maximize the signal-to-noise ratio in the residual.
This yields a set of residuals, individually optimized for the detection of different templates, and these
are used below for deriving constraints on the EoR.

Any EoR signal appearing in each of the residual spectra obtained after fitting data with appro-
priate polynomials would be attenuated by the total efficiency ηt , shown in Fig. 3.19, and “high-pass
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Figure 3.19: Top: A representative set of 25 input global 21-cm spectra S0(ν) as a function of fre-
quency [29]. The middle plot shows the total efficiency of the SARAS 2 antenna as computed in
Sec. 3.4. Bottom: propagated spectra, S(ν).

filtered” due to the subtraction of the fitted polynomial from the data.
Corresponding to any plausible EoR signal we may thus construct a “processed” EoR signal that

is expected in the residual by fitting out a polynomial of the same order to the attenuated template.
We have confirmed via simulations that this polynomial fitting process is linear.

To test for the presence of any plausible EoR signal in the data residual, we compute the ratio
of the likelihood of the residual containing the processed signal plus expected Gaussian noise (the
alternate hypothesis H1), and the likelihood of the residual containing just noise (the null hypothesis
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H0). We assume both cases to be equally likely and hence assign uniform priors. The likelihoods are
defined to be:

P(D|M) =
N

∏
i=1

1√
(2πσ2

i )
e
−(yi−Mi)

2

2σ2
i , (3.3)

where yi is the data residual in the ith frequency channel, σi is the associated error, Mi is the model
amplitude at that channel and N is the number of independent frequency channels. We derive the
measurement noise σi by accounting for all of the data rejection for RFI, measurements of the system
temperature, absolute calibration of SARAS 2 and finally from differences between adjacent channel
data. The likelihood ratio
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−y2
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2σ2

i

(3.4)

is the ratio of likelihoods of M being the processed signal to that for M being zero.
To determine the significance of the likelihood ratio corresponding to any particular EoR signal

template, we generate mock datasets with the same σi distribution as that in the data residual. One
dataset D1 contains the processed EoR template plus noise, while the second dataset D0 contains only
noise. We compute likelihood ratios for D0 and D1 for multiple realizations of noise to derive the
expected distributions of these likelihood ratios. These distributions are then used to infer the proba-
bilities for false positives and false negatives for the likelihood ratio derived from the data depending
on whether the ratio for any EoR template exceeds unity or is below unity [71, Chapter 3].

3.6.2 Constraints from Bayesian Analysis
Given the rms noise in the data and the amplitude of the processed signal, we infer that the data is sen-
sitive to the class of signals corresponding to late heating or poor X-ray efficiency, with fX ≤ 0.1 (see
Cohen et al. [29] for details), along with peak dTb

dz ≥ 120 mK per unit redshift interval corresponding
to a rapid rate of reionization. We compute likelihood ratios from the residual data for the 21-cm
templates that satisfied these criteria; there were 9 such cases out of the total of 264 in the atlas. In
Fig. 3.20 we show these templates as well as their processed residuals.

We show in Fig. 3.21 the likelihood ratios inferred from the data along with the expected distribu-
tions of these ratios. For almost all of the signals belonging to this class the distributions of D1 and D0

are significantly separated and hence the data has the sensitivity to discriminate between the hypothe-
ses H1 and H0 (presence or absence of the signal). Of these allowed signals, six are disfavored in that
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(a) (b)

Figure 3.20: Panel (a) shows the atlas of 21-cm templates highlighting those 9 that belong to the
selected class of late heating and rapid reionization. The grey curves show models that are not signifi-
cantly constrained by the data. Panel (b) shows the processed EoR signals, which were obtained from
the templates after attenuation by the antenna efficiency followed by high-pass filtering resulting from
polynomial fits.
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their likelihood ratios place them in the domain of H0, within its 32nd to 68th percentile band, and the
probability of their being false negatives is in the range 14 % to 28%. Two signals have likelihood ra-
tios within the 32nd to 68th percentile band of H1; however, the probability that these are false alarms is
as much as 25 to 30%. In the case of one signal—the one with index number 9 in the Figure—the data
analysis leads to a result of relatively poorer significance. The class as a whole, taking into account all
9 signals, has likelihood ratios with an average probability of 31% of being false negatives; therefore,
the class of signals is more likely to be from D0 than D1. This implies that the data is more consistent
with noise-only hypothesis as against the hypothesis in which noise and template are present. We thus
disfavor this class of models with fX ≤ 0.1 and peak dTb

dz ≥ 120 mK per unit redshift interval with 69%
confidence.

Figure 3.21: Likelihood ratios for the 9 EoR templates that belong to the class defined in the text. For
each template, we show the inferred likelihood ratio from the data (marked in black and connected
using a dotted line). We also show the extents (from 32nd to 68th percentile) of the distributions of D1
and D0 as shaded regions. The regions corresponding to the hypotheses H1 (upper vertical column)
and H0 (lower vertical column) are shown in red and green respectively; their medians are shown
using filled circles.
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The models that are disfavored by the Bayesian analysis all lie in the area of parameter space
corresponding to late heating [48], actually a regime we might call very late heating, in which cosmic
reionization ends without the global 21-cm signal having reached emission. More specifically, the
analysis disfavors models that have late (i.e., weak) X-ray heating and a rapid end to reionization
(due, for example, to large galaxies dominating star formation and a large mean free path available
within the ionized bubbles).

3.6.3 Forward Modeling using Frequentist Approach
We adopt the frequentist approach of Monsalve et al. [98], and forward modeling, and revisit prospects
for each one of the cosmological signals examined in Sec. 3.6.1.

3.6.3.1 Foreground Modeling

The observed data consists of the cosmological and foreground signals, propagated through the
SARAS 2 system (Fig. 3.19), plus the internal systematics generated by the instrument. Both the
foreground and the systematics are modeled using polynomials over an optimal frequency band (as
described below). The total contribution of foregrounds and systematics is thus F(ν) = ∑

N
i=0 ciν

i,
where ci are the (N +1) coefficients of the polynomial.

3.6.3.2 Sensitivity Test

In this Subsection our goal is to determine the optimal frequency band ∆1,2, covering frequency range
ν1 to ν2, and the polynomial order, N, of F(ν) which provide the best constraint on the particular
signal template, S0(ν). Using this information we derive confidence with which each theoretically
proposed signal is ruled out by the SARAS 2 data.

We first perform a sensitivity test which, for each one of the 264 input templates S0(ν) and given
∆1,2 and N, determines whether or not the signal can in principle be extracted from the data consid-
ering the RMS thermal noise and the total efficiency of the system ηt(ν). The test delineates the
2D ∆1,2–N parameter space in which the signal can be either detected or rejected with at least 1σ

confidence.
For given ∆1,2 & N we first generate 500 independent realizations of mock thermal noise with

Gaussian statistics. The RMS thermal noise in any mock spectrum is made same as that in the data
within the corresponding frequency band. We then add the propagated signal S(ν), in the frequency
range ν1 to ν2, to each realization of the mock thermal noise, creating 500 mock datasets. Each one
of these datasets is then jointly fit with a model,

M(ν) = F(ν)+a×S(ν), (3.5)
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using linear least squares [130], where a is a scale factor for the signal. The procedure returns best-fit
values of the scale factor and coefficients of the polynomial, ci, for each mock dataset separately. For
each realization of the thermal noise, the fitting uncertainties in the polynomial coefficients, σci , and
in the scale factor, σa, are computed as part of the modeling process from the covariance matrix. We
next perform joint fitting for all the 500 datasets and derive the mean, ā, and standard deviation, σā,
for the scale factor across the ensemble of the mock datasets.

For a detection, the computed scale factor, ā, should be consistent with unity within the fitting
uncertainties σā. In other words, for each input signal S0(ν) to be detected with more than 1σ con-
fidence, and assuming the particular choice of ∆1,2 & N, we require the following condition to be
satisfied:

0 < (ā−σā)≤ 1≤ (ā+σā). (3.6)

If this condition is not satisfied, we infer that the collected data (given its thermal RMS noise, ∆1,2 &
N) is not sufficient to detect the particular S0(ν) at 1σ level.

This exercise ignores foregrounds and systematics that may leave residuals thus confusing detec-
tion of the 21-cm signal. Therefore, it should be considered only as a feasibility test which helps to
determine whether or not the RMS noise is sufficiently low for a detection with significance greater
than 1σ . This sensitivity test affirms that if (i) the 21-cm signal is indeed present in the measurement
data, and (2) there are no residual foregrounds and systematics limiting the decision, then the best fit
results should yield ā = 1 with confidence exceeding 1σ .

Examination of the distribution of ā for different ∆1,2 & N provides a 2D parameter space (∆1,2–N)
in which the condition above is satisfied. We use the allowed values of ∆1,2 & N in the next Subsection
to test each template against real data. If for a particular 21-cm signal the ∆1,2–N parameter space is
empty, this template is taken out of the ensemble and is not searched for. Therefore, the sensitivity
test may be viewed as a preliminary filter that selects potentially good candidate 21-cm signals which
can be detected/rejected using the collected data.

3.6.3.3 Fitting the data

We construct a set of models (Eq. 3.5) for each one of the 21-cm signals that pass the sensitivity test
and for every combination of ∆1,2 & N from the allowed part of the parameter space. We fit every
model to the real data using linear least squares. The objective function defined as

χ
2 =

ν2

∑
ν1

w2
νi
(yνi−M(νi))

2 (3.7)

91



is minimized, where yνi is the real data in the ith frequency channel and M(νi) is the model (Eq. 3.5).
wνi are the relative weights for the data in each frequency channel i based on the system temperature
and effective integration times, which differ across the band depending on the RFI excision during the
processing.

In the fitting procedure to the SARAS 2 data, for each given theoretical 21-cm signal that passes
the sensitivity test, the optimal ∆1,2 and N are selected to be the combination for which the fit yields
minimum uncertainty in the scale factor. The best fit scale factor is denoted as ã with the standard
deviation, σã, given by the relevant diagonal term in the corresponding covariance matrix. In our
analysis of all the plausible theoretical 21-cm signals in the atlas, the median value of the optimal
N is 3, and the associated frequency band is 110–180 MHz. This is consistent with the fact that
the foregrounds as well as internal systematics of SARAS 2 are indeed spectrally smooth and hence
require only low-order polynomials for the modeling. Typically, larger N remove a greater part of the
21-cm signal; and, therefore, return a larger uncertainty σã; while smaller N are not sufficient to fit
the foreground thus leaving behind larger residuals and increase the uncertainty σã.

For each valid theoretical 21-cm signal we compute a standard score, ζ , given by

ζ =

∣∣∣∣1− ã
σã

∣∣∣∣ . (3.8)

The value of ζ yields the confidence of the rejection in units of σã. Based on this score we rule out
any 21-cm signal with ζ > 1, which ensures that the signal is inconsistent with the data at greater than
1σ confidence level.

For none of the considered theoretical models ã was found to be consistent with unity, which
would indicate a detection. However, we find that for all the theoretical 21-cm signals which pass
the sensitivity test, the condition for rejection is satisfied with confidence above 1σ ; 25 templates
have greater than 5σ rejection significance. These cases are shown in colors in Fig. 3.22 with each
color representing the significance of rejection according to the colorbar. The corresponding residuals
are shown in the bottom panel of Fig. 3.23. Both the number of rejected cases and the significance
of rejection are an improvement compared to Bayesian approach in Sec. 3.6.1. We note that very
high values of rejection significance should be interpreted cautiously since the real data may include
significant systematics with substantial non-Gaussianity.

3.6.4 An alternative method of model fitting using non-linear optimization
The method of sensitivity test and fitting the data adopted in Sec. 3.6.3 employs linear least squares
where the best fit scale factor, ã, is unconstrained in the process of modeling. Such an approach may
lead to unphysical values of the scale factor.
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Figure 3.22: The entire set of 264 theoretical models [29]. The rejected signals are shown in color
with each color corresponding to the rejection significance as indicated by the colorbar. The data
does not have sensitivity for the signals shown in gray. Linear least squares was used to model the
foregrounds+systematics.

In order to perform a constrained joint optimization of scale factor with the polynomial terms,
we compute the coefficients and their associated uncertainties using Levenberg-Marquardt algorithm
[86] for sensitivity test and fitting the data. Except for the method of optimization, the framework for
sensitivity test and data fitting remain the same, where the model is described by Eq. 3.5 while the
objective function to be minimized is given by Eq. 3.7.

Non-linear optimization routines are often biased by the initial guess on the parameters to be
estimated; therefore, in the case of the sensitivity test described in Sec. 3.6.3, since we are testing for
a detection, we provide an initial guess of 0 to the parameter ã. Conversely, in the case of modeling
the real data, where we are seeking to identify 21-cm signals that may be ruled out, we provide an
initial guess of unity for ã. Thus, by providing initial guesses that are the opposite of the outcomes
being examined for, we conservatively minimize the chances of a false rejection of 21-cm signals in
the fitting to the data. Further, for the given signal, we disallow scale factors less than 0, which would
then correspond to a different, inverted signal.

The median value of the optimal N and the associated frequency band with this approach continues
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to be the same as that obtained via linear least square approach.
Since this is a constrained non-linear approach to compute the scale factor, we take a more conser-

vative approach in rejecting a signal. We rule out any 21-cm signal for which the following condition
is met:

(ã−σã)≤ 0≤ (ã+σã)< 1. (3.9)

While (ã+σã) < 1 ensures that the signal is inconsistent with the data with greater than 1σ confi-
dence, the condition (ã−σã)≤ 0≤ (ã+σã) ensures that the best fit scale factor is consistent with 0
within±1σ . The value of ζ , as defined in Eq. 3.8, yields the confidence of the rejection in units of σ .

Figure 3.23: The figure shows the residual obtained after subtracting the fit model from data, with
band and number of polynomial terms chosen based on the minimum error on scale factor. Different
colors represent residuals for different rejected 21-cm templates. The fitting was performed using
non-linear least squares for computing the residuals for top panel while the residuals in bottom panel
were obtained using linear least squares.

Using the method of non-linear optimization and same set of theoretical models of global 21-cm
signals, we reject 20 templates with significance of rejection exceeding 1σ . The rejected templates
form a subset of models ruled out using linear least squares. We highlight the rejected models in
Fig. 3.24 where the color denotes the significance of rejection in units of σ . The corresponding data
residuals are shown in top panel of Fig. 3.23. We next proceed to investigate the parameter space
spanned by the 20 rejected templates.
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Figure 3.24: The entire set of 264 theoretical models [29]. The rejected signals are shown in color
with each color corresponding to the rejection significance as indicated by the colorbar. The data does
not have sensitivity for the signals shown in gray. Non-linear optimization was used to model the
foregrounds+systematics.

3.6.5 Constraints from forward modeling approach
In the parameter study conducted by Cohen et al. [29] the entire astrophysical parameter space, al-
lowed by current observational and theoretical constraints, was sampled, and the 21-cm signals were
derived for different combinations of the astrophysical parameters. In this study, key astrophysical
parameters were varied including the minimal circular velocity of star forming halos (starting from
the minimal velocity of 4.2 km s−1 characteristic for star formation via molecular cooling and up to
76.5 km s−1), star formation efficiency (SFE) between 0.5% and 50%, spectral energy distribution
(SED) of X-ray sources including hard and soft spectra [48], X-ray efficiency compared to the low-
redshift counterparts, mean free path (mfp) of ionizing radiation (cases with 5, 20 and 70 Mpc were
considered), and the total optical depth, τ . The data collected by SARAS 2 is sufficient to rule out
8% of the considered theoretical models using forward modeling approach.

The rejected models all share similar astrophysical properties: rapid reionization in tandem with
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either late X-ray heating due to very inefficient sources (10 cases) or no heating at all (10 cases). In
all these models the gas does not have enough time to heat up to the temperature of the CMB, and the
21-cm signal is seen in absorption throughout the EoR (colored lines in Fig. 3.24).

All the models ruled out by the forward modeling approach share rapid reionization. We quantify
this by the maximum rate of change of the brightness temperature of the 21-cm signal with respect
to redshift, (dS0

dz )max. The rejected signals have high values of (dS0
dz )max with the median value of the

rejected set being 114 mK over z∼ 10−6 redshift interval. This is in contrast to the set of non-rejected
signals where the median value of (dS0

dz )max is 9 mK over the same redshift range. Rapid reionization
scenarios typically require one or more of the following: large mean free path of the ionizing photons,
high star formation and ionizing efficiencies of the sources. All but 2 rejected cases have mfp of 70
Mpc; however, the values of SFE and τ are unconstrained. The other 2 cases have mfp of 20 Mpc and
high values of τ . None of the rejected cases has mfp of 5 Mpc.

Considering “inefficient heating” models (sources with X-ray bolometric luminosity per star for-
mation rate of up to 10% of their low redshift counterparts) all the rejected cases share late star
formation which only happens in massive halos with circular velocities above 35 km s−1. In these
cases the absorption trough is shifted into the SARAS 2 band, owing to the delayed build up of the
Lyα background, making either detection or rejection easier. Majority of these cases have hard X-ray
SED, while the value of SFE varies from model to model.

The rejected astrophysical models with “no heating” have all possible values of circular velocities
(from 4.2 to 76.5 km s−1), SFE (from 0.5% to 50%) and values of τ . Out of the 264 tested models,
the only cases with “no heating” that were not ruled out have either very efficient star formation in
light halos, and thus the absorption peak is shifted out of the SARAS 2 band, or have short mfp (5
Mpc) which implies more gradual reionization.

A summary of astrophysical parameters for the rejected signals using non-linear optimization
along with the optimal band, polynomial order and significance of rejection is listed in Table 3.1.

3.6.6 Caveats
Experiments aiming to detect the global 21-cm from CD/EoR are difficult long-wavelength radiometer
measurements, requiring a substantially wider dynamic range than what is typically necessary in most
engineering applications at these frequencies. Limitations may arise from unknowns in the internal
systematics, antenna characteristics, ground emission, low level distributed RFI, and mode coupling
of sky spatial structure into spectral measurement data owing to frequency dependent beams.

If the measurement equation describes the data to mK levels, including foregrounds and internal
systematics, then a forward modeling approach is expected to be unbiased. This would apply even
in the case of an excessive modeling of foreground + systematics with a higher than necessary order
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polynomial (which, however, would degrade the confidence in the derived results). In an extreme case,
if the model adopted for the foreground+systematics is also capable of fitting out the 21-cm template,
the result would be completely ambiguous, with equal likelihoods for the presence and absence of the
template.

Problems potentially arise when the measurement equation or the adopted model is inadequate
to describe the foreground + systematics, given the large dynamic range required for 21-cm signal
detection. In this case, residual systematics can bias the results of the decision tests. The adoption of
an inadequate model may be inadvertent, particularly in the case where 21-cm signals are extracted
via statistical analysis that aims to detect the signals in measurement data wherein the signal-to-noise
ratio in individual channels are substantially below unity.

Adopting an inadequate model would result in systematic residuals to the fit to foregrounds +
systematics. The least squares fit would attempt to maximize the correlation (or anti-correlation) of
these residuals to the 21-cm template under consideration so that including a scale factor times the 21-
cm template, the overall residuals would be a minimum. Consequently, the un-modeled foreground
+ systematics might partially or wholly mimic the 21-cm signal—thus yielding a false positive—or
partially or wholly cancel a true 21-cm signal in the data, thus yielding a false negative. In these cir-
cumstances small fit residuals might suggest excellent fits with low formal statistical errors in the fitted
scale factor a; however, the errors are obviously underestimates since the un-modeled systematics are
not considered in the error computation.

It is also necessary to consider cases where the true cosmological signal in the measurement
data is substantially different from the template used in modeling. If the true cosmological signal is
uncorrelated with the template, then the fit value of the scale factor a will not be biased. However, if
there is partial correlation (or anti-correlation), then the fit would bias the a parameter to be positive
or negative depending on the correlation or anti-correlation respectively.

The work presented herein has adopted polynomial models for the foreground+systematics. Higher
N would obviously fit this term better; however, it would also increasingly subsume the cosmologi-
cal signal and, hence, reduce the confidence in either detection or rejection. Future effort is directed
towards improving the modeling of foregrounds+systematics and avoiding fitting out of a significant
fraction of 21-cm signals. The design of SARAS 2, which aims to constrain the systematics to be
maximally smooth [153] is along the lines of this approach.

3.7 Conclusion
In this work we have analyzed the first light data from SARAS 2 using Bayesian and frequentist ap-
proaches. The analysis has led to the rejection of 9 signals using Bayesian approach. The Bayesian
approach disfavors, with 69% confidence, the class of global 21-cm models that represent late heating
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or poor X-ray efficiency, with fX ≤ 0.1, and with peak dTb
dz ≥ 120 mK per unit redshift interval cor-

responding to a rapid rate of reionization. Using the frequentist approach and constrained non-linear
optimization, we reject 20 plausible 21-cm signals out of 264 tested models. In 15 out of 20 cases
the confidence on rejection is above 5σ . All the rejected signals lie in the regime of either late or
non-existent heating by the first population of X-ray sources, which creates a deep absorption trough
in the 21-cm signal observed against the CMB. In addition, in all the rejected models reionization
happens fast owing to the assumed long mean free path of the ionizing photons as well as efficient
star formation and ionization. We leave robust estimation of the rejected parameter space to future
work.
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Table 3.1: Parameters of the 21-cm signals rejected by the SARAS 2 data.

f∗ Vc (km/s) fX SED τ Rmfp (dS0
dz )max Band (MHz) Order of

polynomial (N)
Significance of

rejection

0.005 35.50 0 Hard 0.082 20 67.40 110 – 195 3 1.26
0.005 35.50 1 Hard 0.082 70 69.71 110 – 190 3 1.40
0.050 16.50 0 Hard 0.096 70 94.92 115 – 180 3 1.89
0.005 35.50 0.1 Soft 0.082 70 88.33 110 – 185 3 3.23
0.500 35.50 0 Hard 0.082 20 94.45 120 – 195 3 4.88
0.500 76.50 0.1 Hard 0.066 70 97.17 125 – 190 3 5.63
0.005 4.20 0 Hard 0.082 70 74.32 135 – 190 3 8.01
0.500 76.50 0.1 Hard 0.082 70 128.98 110 – 195 4 8.27
0.050 35.50 0.1 Hard 0.082 70 94.26 115 – 190 3 8.90
0.005 35.50 0.1 Hard 0.082 70 110.48 125 – 180 3 9.84
0.500 4.20 0 Hard 0.082 70 164.83 135 – 180 3 10.06
0.005 35.50 0.1 Hard 0.066 70 104.18 110 – 190 4 10.83
0.015 76.50 0.1 MQ 0.066 70 146.62 125 – 195 5 12.41
0.005 35.50 0 Hard 0.082 70 118.34 110 – 180 4 13.31
0.015 76.50 0.1 Soft 0.066 70 159.21 115 – 195 5 16.40
0.050 35.50 0 Hard 0.083 70 164.71 115 – 180 5 18.56
0.500 76.50 0.1 MQ 0.066 70 169.85 115 – 190 5 31.24
0.500 35.50 0 Hard 0.082 70 172.80 115 – 175 5 53.42
0.005 35.50 0 Hard 0.066 70 131.70 115 – 180 4 58.94
0.500 35.50 0 Hard 0.066 70 172.59 115 – 195 7 89.20

f∗ denotes the star formation efficiency, Vc represents minimum virial circular velocity for star formation, fX is the
efficiency of the X-ray sources, SED refers to spectral energy distribution of X-ray sources. The SEDs considered
are of hard and soft X-ray sources along with that of mini-quasars (MQ). τ is CMB optical depth, Rmfp denotes the
mean free path of ionizing photons, (dS0

dz )max is the maximum rate of change of brightness temperature of the signal
with respect to redshift. Significance of rejection is computed as given in Eq. 3.8. A detailed description of most of
these parameters is given in [29].
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Chapter 4

On the detection of Global 21-cm signal from
Reionization using interferometers†

“Eventually, we reach... the utmost limits of our telescopes. There, we measure shadows, and we

search among ghostly errors of measurement for landmarks that are scarcely more substantial.”

-Edwin Hubble

4.1 Introduction
Radiometers are limited by their ability to distinguish between constant internal systematics and the
global 21-cm signal. The internal systematics may arise because of the multi-path propagation of
components that constitute the system temperature, as discussed in Sec. 2.4.3. There has been work
on interferometer based detection of the global signal [166, 84, 129] motivated by the formidable chal-
lenge of discriminating against instrument related internal systematics in single-element radiometers.
Compared to single-element radiometers, interferometers are relatively insensitive to receiver noise
and noise originating internally in ohmic losses and passive components in the paths corresponding
to the arms of the interferometer. The work presented herein develops the theory of the response of
interferometers to the global 21-cm signal and explores a variety of configurations that may usefully
make interferometer measurements of the global spectrum. The configurations include measurements
of the spatial coherence in the electromagnetic field owing to the global signal as well as methods that
enhance this coherence so as to improve the detection sensitivity.

Recent studies have also shown that ionospheric refraction and absorption may add excess power
which could be 2–3 orders of magnitude greater than the signal of interest [166, 31]. This considera-
tion is a compelling argument for observations to be made from above the atmosphere and from space

†Based on Singh, S., Subrahmanyan, R., Shankar, N. U., & Raghunathan, A. 2015, The Astrophysical Journal, 815,
88
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where the response is free of ionospheric distortions; therefore, the configurations we consider here
are assumed to be in space. Nevertheless, the conclusions arrived at here following the analyses and
comparisons apply equally well for ground based interferometers.

4.2 Notations and preliminaries
We begin by clarifying the notations. We consider interferometer measurements of the global 21-
cm and hence the interferometers and methods considered herein operate at radio frequencies. In
all cases, we consider here the response of two-element interferometers; therefore, any reference to
interferometers refers to two-element interferometers only. Any two-element interferometer measures
the spatial and temporal coherence between the fields at two spatially separated locations at which
sensors are positioned. The pair of sensors in a two-element interferometer are called the elements of

the interferometer; the interferometer elements are antennas. The term baseline refers to the relative
spacing and orientation of the interferometer elements; baseline is a vector.

The antenna, which is the interferometer element, may in practice be a single sensing unit such as
a dipole antenna or resonant loop: we refer to such antennas as unit antennas. The antenna may be a
1-D phased array of such units. The antenna may be 2-D phased array of units, or a 2-D aperture made
of reflectors along with sensors at the focus that act together as concentrators of the electromagnetic
(EM) field.

The antennas essentially sense the EM field at their location and provide a weighted summation
of the EM field over the antenna area or aperture; a voltage waveform corresponding to the net
field is provided at the antenna terminals and the two-element interferometer measures the coherence
between such voltage waveforms sensed by a pair of elements. We use the term response to refer to
the response of an interferometer to the global signal unless stated otherwise. It may be noted here
that the effective aperture of an antenna might be larger than the physical aperture.

Finally, although the detection method discussed here is relevant to the monopole component of
any astronomical signal, our signal of interest is specifically the all-sky or uniform component of the
redshifted 21 cm from HI in the Epoch of Reionization, which is referred to as the 21-cm monopole
or the global 21-cm signal.

While considering this uniform component, we assume a sky across which the emission is uniform
but spatially incoherent. For such a sky, the square of the voltage at the antenna terminals represents
the average brightness temperature over the beam power pattern or radiation pattern of the antenna,
which represents the relative sensitivity of the antenna over sky temperature. As an illustrative ex-
ample, we may consider an antenna whose planar aperture is a collection of unit dipoles that are
combined in an impedance matched network to yield the net voltage at the antenna terminals. In this
case, all the dipoles would sense the same rms voltage at their spatial locations owing to the uniform
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sky, and the output would have the same rms voltage as the rms voltages sensed by the individual
dipoles. This is required by thermodynamics considerations. The output power has fractional contri-
butions from all parts of the aperture; the output power is a weighted average of the aperture powers,
where the weighting is by the aperture illumination. In summary, for a sky across which the emission
is uniform and incoherent, the antenna has an aperture that defines an area over which the antenna
does a weighted averaging of the field strength to provide a voltage at its terminals.

For a uniform sky that is incoherent across angle on the sky plane, we may define the spatial
coherence function in the visibility domain to be the mutual coherence in fields sensed or sampled
by antennas with isotropic beam patterns. The response of an interferometer made of such isotropic
antennas is what we define to be a “true” coherence. This “true” coherence function has a value at
the origin of the visibility plane that is the brightness of the uniform sky. Assuming identical antenna
elements, the interferometer response is an integral of the coherence function over a visibility-plane
footprint of a shape that is the auto-correlation of the element aperture. This footprint is centered at
the location of the baseline vector on the visibility plane.

If the baseline length is less than the effective diameters of the apertures, then the footprint will
cover the origin and hence the integral response would include a substantial response to the brightness
of the uniform sky. Otherwise, the integral will always be less than the sky brightness, and might be
expected to be smaller for longer baselines and larger aperture sizes if not zero.

4.3 Response of a two element interferometer to a global signal
Interferometers measure the spatial coherence function [27] of the electromagnetic field. It is com-
monly believed that interferometers are sensitive only to brightness temperature variations on the sky
and do not respond to the uniform or monopole component. Therefore, interferometers and Fourier
synthesis telescope arrays are usually used in astronomy to measure the spatial coherence owing to
discrete sources of radiation on the sky, and thereby indirectly image the source structures and bright-
ness variations.

In contrast, here we focus on the spatial coherence that is due to the monopole component of
the sky brightness distribution. We present a study of the expected variation in the coherence with
changing baseline as well as with observing frequency. While it is indeed true that by and large
interferometers are “blind” to the uniform sky, we show below that there are special circumstances
in which interferometers might usefully respond to the monopole component of the sky brightness
distribution.

The response V (~b,ν) of an interferometer to sky brightness distribution Tsky(~r,ν) is a function of
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the baseline vector~b and frequency ν (or equivalently the wavelength λ ) [164]:

V (~b,ν) =
1

4π

∫
Ω

A(~r,ν)Tsky(~r,ν)e−i2π
~b·~r
λ dΩ. (4.1)

The integral here is over the entire sky, with~r representing position unit vector towards solid angle
element dΩ on the sky. A(~r,ν) represents the beam power pattern of the interferometer elements. It
is assumed that the interferometer elements constituting the 2-element interferometer are identical.

For a signal that is global in nature and uniform over the sky, Tsky(~r,ν) may be written as just
Tsky(ν) and taken out of the above integral, which may then be written as

V (~b,ν) =
1

4π
Tsky(ν)

∫
Ω

A(~r,ν)e−i2π
~b·~r
λ dΩ. (4.2)

If Tsky(ν) is in units of Kelvin, then the response V (~b,ν) is also in Kelvin units. As shown below,
this integral is nonzero. Indeed, for short-spacing interferometers the integral may be a substantial part
of the mean brightness temperature of the sky, which indicates that interferometers may be configured
to have a substantial and useful response to the global redshifted 21-cm signal. We compute this
integral below for different types of interferometer elements.

4.3.1 Interferometers made of unit antennas
In this subsection, we compute Equation 4.2 for four cases in which the interferometer elements are
unit antennas.

In the first two cases, the interferometer elements are assumed to be identical short dipoles at the
observing frequency, with lengths much less than λ/2, where λ is the wavelength of the observation.
The radiation pattern of a short dipole is of toroidal form with nulls along the axis of the dipole, with
response of the form sin2(θ ), where θ is the angle measured from the axis. In the first case, the
axes of the pair of antennas are oriented to be parallel to each other and perpendicular to the baseline
vector, as depicted in the figure in Panel (a) of Fig. 4.1. In the second case the interferometer elements
are once again assumed to be identical short dipoles but with their axes oriented along the baseline
vector; this configuration is depicted in Panel (b) of Fig. 4.1. We call these first and second cases as
“parallel” and “in-line” configurations respectively.

In the third case the elements are assumed to be circularly-polarized resonant loop antennas tuned
to the observing frequency, with the loop axes orthogonal to the baseline vector. The circumferences
of the loops are equal to the observing wavelength and the antenna patterns for the resonant loops are
of cos2(θ ) form, where θ in this case is the angle from the axis of the loop antenna.

For reference, we also compute Equation 4.2 for the case where the interferometer elements are
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(a) Parallel configuration (b) In-line configuration

Figure 4.1: Configuration for two element interferometers.

isotropic antennas.
We show in Fig. 4.2 the response of the interferometer versus baseline length for these four cases.

All plots are normalized to the value at a baseline length of zero, which is the value that a conventional
total-power measurement using a single antenna element would yield for a uniform sky. Isotropic
antennas or antennas with isotropic radiation patterns are not realizable in practice, they notionally
correspond to point sensors of the field. As discussed earlier, the trace in Fig. 4.2 corresponding
to isotropic antennas represents a “true” spatial coherence in the field arising from a uniform sky
brightness.

First, there is substantial response of the interferometers to uniform sky - interferometers can
indeed measure a global signal. At zero length baseline, this coherence represents the autocorrelation
or power in the field from the uniform sky. With increasing baseline length the spatial coherence in
the field falls off substantially; in fact, the spatial coherence is a sizable fraction of the total power
only for separations less than a wavelength. This is consistent with what is known in optics of the
coherence properties of the radiation field in a cavity filled with blackbody radiation [88].

The response in the case of dipoles in parallel configuration is greater than that for the isotropic
case, and the response for in-line dipoles is smaller than for isotropic; the response in the case of
resonant loop antennas is same as that for dipoles in in-line configuration. As seen in Fig. 4.2, for
baselines of a few wavelengths, the peak response in the case of parallel dipoles is about a factor of
five greater than that for in-line dipoles. However, the response amplitude is strongly dependent on the
baseline length, fluctuating about zero and reducing with increasing baseline length as in a damped
sinusoid, and the amplitude and the amount of damping of the amplitude with increasing baseline
length are both strongly dependent on the nature of the interferometer elements.
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Figure 4.2: Response to uniform sky of a 2-element interferometer made of identical unit antennas.
The response of a resonant loop antenna is identical to the case of short dipoles in in-line configuration
and their traces overlap. In-line and parallel configuration responses have been traced from 0.5λ

avoiding the near field regions of the antennas.

Since the coherence in the field varies fairly rapidly with the baseline, varying by close to a period
for a change in baseline length of a wavelength, integrating over visibility domains comparable to or
greater than a wavelength would substantially diminish the net interferometer response. This decrease
in the response would be more pronounced if the aperture has a greater extent along the baseline
vector, since it is in this direction that the coherence in the field varies. Dipoles in in-line configuration
have a greater effective extent along the baseline vector compared to dipoles in parallel configuration;
it is for this reason that the interferometer response of two-element interferometers with dipoles in
in-line configuration have relatively lower response.

Response to uniform sky is a maximum when the baseline length is zero. An alternate physical
understanding for the cause of the interferometer response to uniform sky may be arrived at by exam-
ining the effective area afforded in directions where the projected baseline is zero. Dipoles in parallel
configuration have maxima along this zero-baseline direction and nulls in the orthogonal direction
towards which the projected baseline is a maximum. Short-dipole interferometers in in-line config-
uration, as well as interferometers with elements that are resonant loops, have nulls in their beam
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patterns along the baseline vector in the direction where the projected baseline is zero; therefore it is
unsurprising that these configurations have a smaller response to uniform sky compared to the case of
the parallel configuration.

It may be noted here that we have assumed that the interferometers are in space, with no ground.
If the interferometer is placed above ground, and the ground below the antennas are covered with
ideal absorbers, the sky response of the interferometer and that of the total-power of a single antenna
would both be halved, without any change in the normalized visibility functions.

4.3.2 Interferometers made of 1-D antenna arrays
We next extend the analysis to interferometers whose elements are 1-D linear arrays consisting of
short dipoles. The short dipoles that form the units of the 1-D antenna are assumed to be arrayed
along the length of the antenna; i.e., their linear polarizations are aligned to be along the length of
the 1-D antenna. We also assume that the signals from the units of the 1-D antennas are combined
with zero phase difference and equal weights to provide the voltage signal at the terminals of the
antennas. Because the dipole units are collinear and arrayed along the length of the antenna, and
because antennas with such a configuration have isotropic radiation patterns in the plane perpendicular
to the axis along which the units are arrayed, we refer to such interferometer elements as 1-D antennas.

We consider a linear array of N identical dipole units spaced d = (λ/2) apart. As stated above, in
the plane perpendicular to the antenna axis, the 1-D antennas have omnidirectional radiation patterns.
In any plane containing the axis, the net far-field radiation pattern is obtained by multiplying the
radiation pattern of a single unit with an Array Factor:

AF =
1
N

[
sin(Nψ

2 )

sin(ψ

2 )

]
. (4.3)

Here ψ = (2π/λ ) d cos(θ), where θ in this case is the angle from the long axis of the 1-D array [5].
The Array Factor is maximum along directions perpendicular to the 1-D array.

We consider two cases in this category: one in which the 1-D antennas are perpendicular to the
baseline vector, a parallel configuration, and a second case in which the 1-D antennas are along the
baseline vector, which is an in-line configuration. The geometries for both cases are shown in Fig. 4.3.

In each of these two cases we compute the response to uniform sky as a function of baseline length
and for different numbers of short dipole units within the 1-D antennas. Fig. 4.4 shows the response
of the parallel configuration versus baseline length, in this figure the response to isotropic antennas is
also shown for reference. The corresponding plot for the in-line configuration of 1-D antennas is in
Fig. 4.5.
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(a) Parallel configuration (b) In-line configuration

Figure 4.3: Configurations for two-element interferometers consisting of 1-D arrays as interferometer
elements.

First, the in-line configuration does not admit close packing and small baselines because of overlap
and shadowing. Therefore, the shortest baseline in the case of the in-line configuration of 1-D anten-
nas is equal to the length of the 1-D antenna elements, which is larger when the antennas are made of
greater numbers of units. When the shortest baseline is larger, the maximum response, which occurs
when the baseline is smallest, is diminished. For this reason, in-line configurations are inherently
poorer in sensitivity compared to parallel configurations.

The limiting baseline is either set by geometry, as discussed above, or the size of reactive zones
of the interferometer elements. If a pair of antennas were placed close to each other and within
their respective reactive zones, they would suffer significant mutual coupling. For any antenna of
dimension D, operating at wavelength λ , the reactive zone is considered to be within a radial distance
of D2

λ
, and baselines are best maintained to well exceed this size if the individual antenna performances

are to be unperturbed by proximity to their neighbor. In the case of the parallel configuration the
system performance is better defined when the interferometer elements are separated by more than
their reactive zones, which sets the minimum baseline.

The visibility amplitude in the case of the parallel configuration is greater than that for the case
of isotropic antenna elements, where as the response of the interferometer with in-line configuration
is relatively small and also diminishes more rapidly with increasing baseline length. As in the case
for unit dipole antennas as elements of the interferometer, this is consistent with the expectation
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that averaging of the baseline-dependent complex coherence over longer baseline lengths results in
diminishing of the response.

The response falls rapidly with increasing number of units in the case of 1-D interferometer ele-
ments in an in-line configuration. The result may be understood by arguments similar to those pre-
sented in Sec. 4.3.1. Adding more units in an in-line configuration directly increases the extent of the
aperture in the radial direction in the visibility plane along which the complex coherence varies most
rapidly. Additionally, the domain of the integration is over a one-sided radial segment of the complex
coherence function that does not include the origin. Therefore, any increase in the extents of the 1-D
antennas beyond about half a wavelength results in a substantial diminishing of the integral response.
In the alternate perspective discussed above, increasing the numbers of units in the in-line antennas
increases the gains of the interferometer elements, narrows the beam pattern to be more directed in
the plane perpendicular to the axis, which results in reduced response towards the direction in which
the projected baseline is zero.

Figure 4.4: Interferometer response in the case of 1-D antennas in parallel configuration, for antennas
with different numbers of dipoles.

On the other hand, increasing the number of short dipole units within the 1-D antennas in the
parallel configuration tends to increase the sensitivity of the array to the global signal. Increasing
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Figure 4.5: Interferometer visibility amplitude versus baseline length for antennas with in-line arrays
in in-line configuration (for antennas with different numbers of dipoles). The visibilities are normal-
ized to give the fractional response to the global sky brightness temperature.

the number of units in this case extends the 1-D array, and hence the integration over the coherence
function, in a direction tangential to the baseline vector. Most importantly this integral is over a
domain that is two sided in which the coherence function is symmetric. Therefore, for small increases
in numbers of units the response is enhanced; however, as the numbers of units grows and the length
of the 1-D antennas is substantially greater than the baseline length the integral yields diminishing
returns in terms of increased response. In the alternate perspective, increasing the numbers of units in
the 1-D antennas oriented perpendicular to the baseline increases the gain towards the direction where
the projected baseline is zero, reducing the response in orthogonal directions, and this may be viewed
as causing the enhanced response to uniform sky.

4.3.3 The case of aperture antennas
We next consider interferometers between antennas with circular apertures. This case has been dis-
cussed previously by Presley et al. [129] and we comment on their analysis below at the end of this
section. In this case study the antennas may be 2-D aperture arrays or reflectors with focal feeds.
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We describe the aperture antennas using a function g(u) that describes the field distribution on the
aperture plane. We assume circular symmetry in this field distribution and that the field g(u) may be
expressed as a function of the distance u from the center point only. Therefore, the far field radia-
tion pattern of the aperture antenna may be computed as a Radial Fourier Transform, also known as
Hankel Transform, of the aperture field distribution:

F(θ) = 2π

∫ umax

0
uJ0(2πusinθ)g(u)du. (4.4)

Here u is expressed in wavelengths and umax is the radius of the circular aperture in wavelengths.
F(θ) is the far-field voltage radiation pattern; θ here is the offset angle in radians from the axis of the
aperture. J0 is the Bessel function of zeroth order.

We consider aperture antennas of two descriptions: one in which the sensor of the field provides a
uniformly weighted summation over the aperture plane and a second in which the field in the aperture
is added with an amplitude weighting corresponding to a Gaussian taper. Since the aperture is of
finite size, even for the case where the aperture field is averaged with a Gaussian taper the far-field
radiation pattern cannot be of Gaussian form; instead, the pattern would be the Fourier Transform of
a truncated Gaussian.

Using F(θ) from Equation 4.4 as the response function of the antenna elements, we may now use
Equation 4.2 to compute the response to a global sky brightness for an interferometer made from a
pair of circular apertures. In Fig. 4.6 we show this response for the case of uniform weighting of the
field over the antenna aperture. We show the responses for the cases where the aperture diameters D

are 6λ and 12λ . The response is only shown where the baseline exceeds the aperture diameter since
smaller baselines are impossible without overlap and hence shadowing. The magnitude of response
to global sky is at most about 10−3 of the global sky brightness; additionally, the visibility amplitude
diminishes with increasing dish size and increasing baseline length.

For antenna apertures of diameter D as the elements of an interferometer, the integration of the
coherence function is over regions of diameter 2D in the visibility plane. As discussed earlier, any
integration over a region of the visibility plane that exceeds half a wavelength in size would sub-
stantially diminish the response of such an interferometer to the global 21-cm signal because (a) the
coherence of the signal varies substantially with baseline length and (b) the footprint on the interfer-
ometer response on the visibility plane does not include the origin. Aperture antennas with diameters
exceeding a few wavelengths would have little response to the global mean brightness of the sky be-
cause they provide such spatially integrated measures of the coherence function. This averaging over
the varying complex coherence function, over domains that are substantially offset from the origin, is
the cause for the substantial reduction in response in the case of aperture antennas.
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Figure 4.6: Interferometer visibility amplitude versus baseline length for circular aperture antennas
that have a uniform sampling of their aperture fields.

Most often a tapering is used to down-weight the fields at the edges of the aperture while averaging
to provide the voltages at the terminals of conventional aperture antennas. This is done so that the
antenna beam patterns have lower sidelobes and hence unwanted off-axis response is reduced. In our
second case study of two-element interferometers with aperture antennas we assume Gaussian form
tapers of the aperture fields, in which the field at the aperture edges are down weighted to 10% of the
central value. We find that the interferometer response to global mean sky is furthermore reduced in
this case relative to the uniform weighting case. For apertures of diameter 6λ , the visibility amplitude
is below 10−7 at about the closest baseline length of 6λ , and diminishes further with increasing
aperture size and baseline length.

In any short spacing interferometer formed between aperture antennas, the mutual coherence is a
maximum between the fields at the edge portions of the two apertures that are closest to each other.
When the aperture fields are tapered and the fields at the edges are down-weighted by the feeds of the
aperture antennas, the mutual coherence between the signals from the pair of closely spaced antennas
is reduced. This explains why the interferometer response to a global signal is furthermore reduced in
aperture antennas with tapers compared to aperture antennas with uniform illumination. In summary,
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interferometers made using 2-D aperture antennas are clearly substantially less sensitive to the global
EoR signal compared to interferometers using 1-D antennas or unit antennas.

It has been pointed out earlier in Presley et al. [129] that the EoR monopole signal resides at the
origin of the visibility plane of interferometers, and what is required is for an interferometer response
to be sensitive to the origin. It is also suggested therein that a primary beam of aperture elements
could cause the response to sample this origin and, therefore, make an interferometer sensitive to
the monopole. As discussed above, the visibility-plane footprint of an interferometer has the size and
shape of the autocorrelation of the antenna aperture; therefore, to get the origin into the visibility-plane
footprint of an interferometer would require an antenna diameter d exceeding the baseline length.
To achieve this with aperture antennas, the two antennas forming the interferometer would have to
overlap or shadow. No interferometer made of finite aperture antennas, which do not overlap or
shadow, could possibly sample the origin of the visibility plane. The primary beam profile assumed in
Presley et al. [129] has been argued to be realistic and the response function in the visibility plane, as
computed from the adopted beam pattern, has been shown to sample the origin. This is only possible
if the effective apertures of the antennas are larger than the physical apertures and the sampling of
the origin of the visibility plane arises from overlap of the effective apertures. Our view is that
interferometers with finite aperture antennas do respond to the uniform sky, not because they sample
the origin of the visibility plane, but because the coherence function corresponding to a uniform sky
does extend away from the origin and may be sampled by aperture antenna interferometers.

4.4 Enhancement of the spatial coherence corresponding to a uni-
form sky

Vedantham et al. [167] suggested using lunar occultation of the uniform sky to generate and enhance
the spatial coherence corresponding to a global sky signal, which may then be detected using inter-
ferometers. In so far as the global redshifted 21-cm signal is concerned, blocking the sky with the
Moon creates a disk shaped source, with diameter equal to the lunar disk, with a relative brightness
temperature equal to the difference between the brightness of the lunar disc and the brightness of the
global redshifted 21-cm signal. The spatial coherence in the field corresponding to this differential
disk source is what is proposed by Vedantham et al. [167] to be detected using interferometers. In
this section, we discuss another technique to enhance the spatial coherence and hence the response of
interferometers to any global signal.

Any beam splitter that partially reflects and partially transmits incident electromagnetic radiation
results in fields on the two sides that have a mutual coherence, which may be measured using an
interferometer whose elements are placed on the two sides of the beam splitter. We show in Fig. 4.7 a
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Figure 4.7: Schematic of a configuration with a beam splitter sheet in between the interferometer
elements [84].

configuration in which a space beam splitter is placed in between antenna elements of a two-element
interferometer: the pair of antennas receives sky radiation that is partially transmitted through the
sheet from the far side and partially reflected off the sheet from the near side. Sky radiation is incident
on the two sides from any uniform component of the sky and the reflected and transmitted fields that
are sensed by the antenna elements now have a substantial mutual coherence. This coherence would
be well above that without a beam splitter in between. The performance of space beam splitters
was analyzed in Mahesh et al. [84] where it was shown that the sheet impedance was required to be
resistive and of value half the impedance of free space (377/2 Ω) for maximum coherence and hence
interferometer response. Mahesh et al. [84] also proposed a method for the construction of such a
screen as a resistor grid, and demonstrated consistency between measurements of its performance
with expectations based on electromagnetic modeling.

In a space beam splitter, the enhancement of spatial coherence in the fields corresponding to global
signals may be alternately understood as follows. As viewed from any sky direction the antenna
element on the far side is seen through the screen and a reflected image of the antenna on the near
side is seen to be coincident with the former. In effect, the interferometer elements appear from all
directions on the sky to present a zero length baseline. This sampling of the origin of the visibility
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space may be considered, in this case where a beam splitter sheet is placed between the antenna
elements, to be the cause of the enhanced response to global components of sky brightness.

4.5 The sensitivity of small interferometer arrays to wideband
global signals

We consider below the spectral sensitivity of interferometers, based on useful configurations emerging
from the above discussions, to measure the global EoR signal over the 40–200 MHz frequency range.
The signal is assumed to be of 10 mK amplitude and the telescope system temperature is assumed to
be dominated by the antenna temperature Ta, which is the sky brightness temperature modeled as a
function of frequency f as:

Ta = 400
(

f
150 MHz

)−2.5

K. (4.5)

The antenna temperature has been assumed to be 400 K at 150 MHz and varying with frequency
with a temperature spectral index of −2.5; the reference value of 400 K was obtained by comput-
ing the average brightness temperature over the whole sky in the 150 MHz map of Landecker and
Wielebinski [75].

In the above discussions we have considered responses as function of baseline length; however,
here we use those results to infer the response as function of frequency for interferometers that have
fixed baselines. A single baseline would have a frequency response— the telescope response or
“telescope filter function”—that would have substantial variation over the 1:5 band, including null
response at some frequencies. Adding baselines of different lengths would avoid nulls in the net
response. We have chosen, as an undemanding illustration, to consider a very small array of three
interferometer elements, indeed the smallest possible. The first two are assumed to be spaced λmax

apart and the third is at a distance of 1.5λmax from the second, where λmax is the longest wavelength
of interest, corresponding to 40 MHz. This configuration gives three baselines of length λmax, 1.5λmax

and 2.5λmax. This distribution of spacings ensures that visibilities are sampled at (b/λ )> 1, where b

is the baseline length, at all frequencies. Thus mutual coupling, which is most severe when adjacent
interferometer elements are within the reactive near fields of neighboring elements, is reduced. The
spacings between the interferometer elements is a trade off between deleterious mutual coupling and
desirable signal power, both of which are greater at shorter baselines.

The analysis in Sec. 4.4 suggests that amongst the different antennas that might be elements of
an interferometer, a 1-D antenna oriented perpendicular to the baseline vector, i.e. an in-line array
in parallel configuration, has a better response to global sky signals. Hence we first consider 1-D
antennas made as an array of short wideband dipoles in parallel configuration (as shown in Fig. 4.3(a)),
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then consider 1-D antennas that are designed and constructed to be wideband 1-D apertures fully
filled over the operating frequency range. Finally we consider the broadband response of a two-
element interferometer with a space beam splitter in between two dipoles (as discussed in Sec. 4.4);
we consider only the case of an in-line interferometer (as shown in Fig. 4.1(b)) since this configuration
would have minimum mutual coupling and cross talk, which result in spurious unwanted responses.
We refer to this last configuration as a zero-spacing interferometer.

4.5.1 Very small interferometer array of 1-D antennas made of short dipoles
in parallel configuration

The antennas in this interferometer configuration are assumed to be linear arrays of collinear short
dipoles spaced half wavelength apart at 40 MHz, so that the spacing in wavelengths would only be
greater at all other frequencies in the band of interest. As discussed in Sec. 4.3.2, since the improve-
ment in gain diminishes substantially with increasing number of short dipoles in the 1-D antenna, we
fix the number of dipoles to be four in each antenna of the interferometers.

We now estimate the effective signal-to-noise ratio (SNR) as a function of frequency. Let mi

denote the measurement set recorded in the ith interferometer baseline and ri denote the telescope
filter function or interferometer response for that baseline. An estimate of the global sky signal is
given by (mi/ri). We then compute a weighted average of the estimates made in different baselines,
optimally weighting the estimates by the inverse of the noise variance, which is proportional to r2

i .
This weighted average estimate of the signal Xeor is given by:

Xeor =
3

∑
i=1

(
mi

ri

)
r2

i
3
∑

i=1
r2

i

, (4.6)

which can be simplified as:

Xeor =

3
∑

i=1
miri

3
∑

i=1
r2

i

, (4.7)

where the summations are over corresponding frequency data in the three baselines.
Equation 4.7 can be re-written as:

Xeor =
3

∑
i=1

miWi, (4.8)
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where Wi is defined as:

Wi =
ri

3
∑

i=1
r2

i

, (4.9)

and is the weighting factor for different baseline responses.
In any frequency channel, the rms noise uncertainty in the weighted mean estimate Xeor of the

global EoR signal is then given by:

σeff =

√√√√ 3

∑
i=1

σ2
noiseW

2
i , (4.10)

where σnoise is the rms noise in that channel. We assume here that σnoise is the same in all baselines and
is dominated by the antenna temperature Ta corresponding to the foreground brightness temperature
(Equation 4.5). σnoise is given by [173] σ2

noise =
T 2

b
2βτ

. We have assumed a channel bandwidth β of
1 MHz and integration time τ of 200 hr.

Thus we can re-express σeff as:

σeff =
σnoise√

3
∑

i=1
r2

i

. (4.11)

The ratio of weighted mean estimate Xeor of the global EoR signal (Equation 4.8) and the effective
rms noise σeff (Equation 4.11) yields the effective SNR for the telescope.

4.5.2 Very small interferometer array made of 1-D aperture antennas
The 1-D antennas in Sec. 4.5.1 were linear arrays of short dipoles, spaced half wavelength apart
at 40 MHz. At this frequency the linear antenna is a fully filled 1-D aperture; however, at higher
frequencies in the 40-200 MHz band the filling is increasingly sparse. In this section we consider, as
the interferometer elements, 1-D aperture antennas that are fully filled at all frequencies in the band.
This is indeed practically realizable by arraying small and wideband sensor elements all along the 1-
D aperture so that the fields may be coherently combined with uniform weighting. The 1-D aperture
antennas are assumed to form interferometers in parallel configuration.

The effective SNR versus frequency is shown in Fig. 4.8 for the 3-element interferometer tele-
scope. Separate lines show the SNR for the case where the 1-D antenna is an array of dipoles spaced
half wavelength apart at 40 MHz and the case where the antenna is a 1-D aperture. Unsurprisingly,
the 1-D aperture antenna improves upon the sensitivity at the higher frequencies (see Fig. 4.8).
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4.5.3 Zero Spacing Interferometer
We finally consider the wideband response of a zero spacing interferometer. The interferometer ele-
ments in this case consists of short wideband dipoles and the interferometer is of in-line configuration.
A resistive sheet is in between the in-line dipoles and serves as a space beam splitter. As discussed
in Mahesh et al. [84], for a resistive sheet with sheet impedance equal to half the impedance of free
space, the reflected and transmitted powers received by an interferometer element are equal and each
is one-fourth of the incident power. Further, half the incident power is absorbed in the resistive sheet.
Assuming that the resistive sheet is sufficiently large in extent and the antennas are wideband, the in-
terferometer response is frequency independent and the telescope filter function is a constant at 0.25.
The SNR for such a zero-spacing interferometer is also shown in Fig. 4.8.

Figure 4.8: Effective signal-to-noise ratio for the detection of a global signal of amplitude 10 mK.
The interferometer array is assumed to consist of three interferometer elements with three baselines
formed between the elements; the configuration of the in-line interferometers and 1-D elements are
as described in the text. Also shown is the signal-to-noise ratio for a zero-spacing interferometer: a
2-element in-line interferometer of unit dipoles with a resistive sheet in between. 200 hr integration
time and 1 MHz spectral bandwidth are assumed.
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4.6 Discussion and Summary
First, it is clear that all-sky spectral signals that are uniform across the sky, like the global EoR
signal that is otherwise known as the EoR monopole, is detectable using interferometer methods,
which have their inherent advantages over single element total power spectral radiometers. 2-element
interferometers made of unit dipole elements or 1-D antennas that are composed of an array of short
wideband dipoles do capture up to about 20% of the global signal on baselines of a few wavelengths.

Second, owing to the extremely small response to the global EoR signal of interferometers made
using aperture antennas, any attempt at interferometer detection of global EoR ought to be done with
elemental or 1-D antennas. The response of interferometers made of small aperture antennas, with
diameters 6–12 λ , and with uniform weighting in their sensing of the aperture fields, have a response
that is less than 10−3 of the global EoR. If the element apertures have a realistic Gaussian taper in
their sensing over their apertures, then this response drops to lower than 10−7. Since the system noise
in interferometers at the frequencies at which the global EoR signal appears is dominated by the sky
foreground brightness, interferometers made using aperture antennas would require at least 104 times
greater observing time making them unattractive in comparison.

The spatial coherence in the field arising from the global EoR signal may be enhanced using
a semi-transparent screen. The response of any two-element interferometer to global EoR may be
enhanced by placing a resistive screen in between, with sheet resistance equal to half the impedance
of free space (377/2 Ω). The interferometer then senses the altered fields on the two sides of the
screen, whose coherence has been enhanced by the screen. The elements of the interferometer may
now be a pair of short wideband dipoles oriented in in-line configuration, so that their mutual coupling
and hence cross talk is minimized. A critical advantage of global EoR measurements using such a
zero-spacing interferometer is that its telescope filter function is relatively smooth compared to the
net function derived from a small array of unit or 1-D antennas.

It may be noted here that interferometers also respond to angular structure in sky brightness distri-
bution and this response depends on the spatial frequency mode corresponding to the baseline length.
Since this is frequency dependent, interferometers mode-couple angular structure in brightness dis-
tribution to frequency structure in the spectral domain. This results in confusion to the global EoR
signal. Placing interferometers EW, and averaging the response over time, removes the spectral struc-
ture arising from this mode coupling.

Antenna elements that have frequency dependent radiation patterns also mode couple angular
structure in brightness distribution to the spectral domain. Therefore, it is advantageous to use only
frequency independent antennas as interferometer elements. This is yet another argument against
using 2-D aperture antennas. This is also an argument against using 1-D aperture antennas, and hence
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the antennas may simply be electrically-short wideband dipoles.
The work presented here advances the understanding of the usefulness of interferometers in mea-

surements of global EoR. The work motivates in depth study of issues related to mutual coupling in
short spacing interferometers and the consequent systematics and limitations to sensitivity. Addition-
ally, careful modeling of the response of interferometers with finite-size resistive sheets in between is
suggested as future work, including the response to emission from the resistive screen itself.
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Chapter 5

Conclusion

“In this modern era of cosmology, each new observation, each morsel of data wields a two-edged

sword: it enables cosmology to thrive on the kind of foundation that so much of the rest of science

enjoys, but it also constrains theories that people thought up when there wasn’t enough data to

say whether they were wrong or not. No science achieves maturity without it.

Let there be cosmology.” - Neil deGrasse Tyson

The discovery of the cosmic microwave background (CMB) and understanding its origin, strongly
favored the Hot Big Bang model. The CMB represents observational evidence that the expanding and
cooling Universe transitioned from completely ionized to almost neutral around z∼ 1100. In the same
year CMB discovery was reported (1965), Gunn and Peterson pointed out that the non-detection of
an absorption trough in the spectrum of a quasar at redshift z∼ 2, shortward of Lyα , implied that the
intergalactic medium was predominantly ionized. This was the first evidence that somewhere in the
recent past, subsequent to the recombination of the primordial gas at z ∼ 1100, the Universe made a
transition from being almost neutral to ionized and we currently live in an ionized Universe.

36 years later, the first Gunn-Peterson absorption trough was detected in a quasar at z = 6.28.
Examination of the spectra of quasars at redshifts 5.82, 5.99 and 6.28 provided strong evidence of
a rapid decline in the mean ionizing background between z ∼ 5 and 6, indicating the completion of
reionization around z∼ 6 [12] .

This led to studying different observables through which high-redshift Universe could be probed.
Constraints from CMB, Lyα emitters and quasars assisted in placing constraints on the ionization his-
tory of EoR. We have discussed the constraints derived from these observables in Chapter 1. However,
these observables are indirect or integrated measurements, and are limited by instrument sensitivities.
As a result, various aspects of CD/EoR, from the nature of the first sources to the mechanism of
reionization, are poorly constrained.
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In parallel, it was established that 21-cm radiation from neutral hydrogen depends non-trivially
on the background radiation, including Lyα , and atomic collisions [49]. This led to suggestions that
detection of gas during CD/EoR in redshifted 21-cm from the neutral hydrogen fraction could be used
as a probe of reionization [162, 148, 150, 8], which triggered a host of experiments aiming to detect
both the mean and the fluctuating components of the 21-cm signal from EoR [100, 56, 132].

As discussed in Sec. 1.5.1, in order to get a complete information of the 21-cm brightness temper-
ature field, we require the measurements of the 21-cm fluctuations as well as the mean component.
Together, the measurements can be employed to place a joint constraint on astrophysical parameters
ranging from properties of IGM to the first sources of radiation. Since the advent of a new gener-
ation of 21-cm experiments over the last decade targeting the power spectrum as well as the global
signal, there has been impressive advancements in system design, calibration schemes and data model-
ing. While interferometers are progressively improving their sensitivities towards detecting the power
spectrum, constraints on cosmic dawn and reionization have already starting to emerge from single
dish experiments. In the following sections, we briefly review the limits and astrophysical constraints
obtained from power spectrum and global signal measurements respectively.

5.1 Status of 21-cm power spectrum measurements
The 21-cm power spectrum, P21(k), is a statistical description of the spatial fluctuations of the 21-cm
brightness temperature. It can be computed for different redshifts and over a range of spatial scales, k.
Mathematically, k is inversely related to the physical mode wavelength λ , and is defined as k = 2π/λ .

Aiming to detect this fluctuating 21-cm, of maximum strength a few tens of mK, embedded in the
foreground that is 5-6 orders of magnitude brighter, is extremely challenging. High dynamic range
imaging with long wavelength interferometers is required to go beyond current imaging capabilities
in pursuit of the detection. With this motivation, there has been steady progress in developing algo-
rithms to push the sensitivity further down. However, the residual levels, left after calibration and
foreground modeling, are still significantly higher than the amplitudes of the theoretically predicted
21-cm power spectrum [28]. Consequently, using the best available calibration techniques and fore-
ground modeling, the residuals have resulted in upper limits on the 21-cm power spectrum. These
upper bounds are limited by calibration techniques, cross-talk, ionosphere-induced gain errors and
inadequate modeling of the foreground and internal systematics.

The upper limits are placed in terms of ∆2, which represents the integration of 21-cm power
spectrum over a range of spatial scales. Mathematically, it is related to P21(k) as ∆2 ≡ k3P21(k)/2π2.
∆2 effectively denotes the residual variance in the image which can be assumed to be an upper limit
to the integrated power spectrum over the range of k over which the image has responsiveness.

The first limits came from GMRT which reported an upper limit of ∆2 < (248 mK)2 for k =

122



0.5hMpc−1 at z = 8.6 [115]. PAPER placed a limit of ∆2(k)< (22.4 mK)2 in the range of 0.15 < k <

0.5h Mpc−1 at z = 8.4 [1]. MWA probed to deeper redshifts and placed a limit on ∆2 < (104 mK)2

for k . 0.5h Mpc−1 at redshifts 12 . z . 18 [40]. MWA observations at z = 7.1 placed an upper limit
of ∆2(k)< (164 mK)2 at k = 0.27 h cMpc−1 [11]. LOFAR placed an upper limit of ∆2 < (79.6 mK)2

at k = 0.053h cMpc−1 in the range z = 9.6−10.6 [119].

5.2 Status of global 21-cm measurements
Ongoing experiments that target detection of the global 21-cm signal from CD and EoR also need to
contend with orders of magnitude stronger Galactic and extragalactic foregrounds [150, 145]. These
foregrounds couple to the radiometer system through its frequency dependent transfer function and
can potentially confuse a detection of the relatively faint cosmological 21-cm signal. Additional
challenges include modeling the internal additives from within the receiver system, which are often
difficult to calibrate, and excision of terrestrial Radio Frequency Interference (RFI). All these demand
stringent requirements on the antenna and receiver design, clever calibration strategies and innovative
data analysis methods [153].

Despite these challenges, pioneering experiments have attained sensitivity levels at which plau-
sible scenarios of reionization are being ruled out. The first constraint on EoR from global 21-cm
experiments came from the Experiment to Detect the Global EoR Signature (EDGES) high band an-
tenna covering 90–190 MHz frequency range, which ruled out rapid reionization with ∆z < 0.06 at
the 95% confidence level [16]. Bernardi et al. [15] used an outrigger Large Aperture Experiment to
Detect the Dark Ages (LEDA) antenna to measure the spectrum at lower frequencies, 50–100 MHz.
This measurement constrained the amplitude of the absorption trough to be less than 890 mK for
a Gaussian-shaped absorption with width greater than 6.5 MHz at the 95% confidence level. Con-
straints on the redshift interval, ∆z, over which reionization occurred have significantly improved with
the recent high-band data from EDGES [98]. The constraint depends on the assumptions for the ther-
mal state of the IGM during the EoR: for heated IGM models, ∆z≤ 1 with EoR happening at z≈ 8.5
is rejected with 95% confidence; whereas for cold IGM scenarios, ∆z . 2 is rejected over most of
the plausible redshift range for the EoR. All the analyses mentioned above were carried out adopting
simple functions to mimic the cosmological signal: a tanh form was used to imitate the variation in
ionization fraction with frequency, and the absorption trough was modeled as a Gaussian. SARAS 2
significantly added to the constraints by ruling out, for the first time, theoretically plausible models of
global 21-cm signals which shared the scenario of late heating in tandem with rapid reionization. As
discussed in Chapter 3, it also became the first experiment to constrain the astrophysical properties of
the sources through global 21-cm observations [151, 152]. We summarize these results in Fig. 5.1.
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Figure 5.1: The top left panel shows the constraints from EDGES [16], where the duration of reion-
ization, ∆z, is constrained to be less than 0.06. Bottom left panel shows the revised constraints from
EDGES high band [98] where ∆z≤ 1 is ruled-out for the case of a hot IGM. The top right panel shows
the constraints from LEDA (adapted from [15]) on Gaussian-shaped absorption feature in the 21-cm
signal, constraining its amplitude, width and location. One and two dimensional probability distribu-
tions of all the three parameters are shown. The bottom right panel shows the theoretically plausible
global 21-cm signals from Cohen et al. [29], where the colored subset is ruled out by SARAS 2 [152].

5.2.1 On the EDGES detection of a signature from Cosmic Dawn
Recently, EDGES reported detection of an absorption trough at 78 MHz [18]. The signature is char-
acterized by four parameters, amplitude (A), centre frequency (ν0), width (w) and flattening factor (τ).
The best fit values of the parameters are listed below:

1. A = 0.5+0.5
−0.2 mK
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2. ν0 = 78±1 MHz

3. w = 19+4
−2 MHz

4. τ = 7+5
−3,

where the errors show 99% confidence limits. The detected signal is shown in Fig. 5.2 (d).

Figure 5.2: (a) The measured sky spectrum, (b) residuals after only foreground is modeled and
subtracted from the measured sky spectrum, (c) residuals after the foreground and the signal are
jointly modeled and subtracted from the measured sky spectrum, (d) the modeled signal with best fit
parameters, and (e) the best fit signal added to residuals of case (c).

However, at least two parameters of the signal do not fall within standard predictions, namely the
amplitude and flattening. As shown by the suite of theoretically plausible 21-cm signals from Cohen
et al. [29], the maximum amplitude of the signal can be at most ∼ 250 mK at the centre frequency,
as shown in Fig. 5.3. The detected amplitude of the signal turns out to be at least a factor of two
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larger than the maximum allowed value under ΛCDM framework [174]. At the same time, none of
the models predict a flattening as observed in the detected signature.

There have been several works attempting to explain the peculiar absorption profile by proposing
dark matter-baryon interactions that may lead to excessive cooling of gas, more than what could have
been achieved by adiabatic cooling [9]. However, cooling of the baryonic matter by scattering with
dark matter is extremely unlikely in the light of current experimental constraints. There is a possibility
of energy exchange between dark matter and electrons and protons leading to cooling of gas, but it
requires the presence of millicharged dark matter [10]. There are also attempts at explaining the
amplitude by invoking excess radio background [41, 44]; however, this requires a large excess at very
early times (z∼ 17) which is difficult to produce theoretically [149].

Given that exotic explanations are required to explain the signal, the detection needs a confirma-
tion.

Figure 5.3: For perspective, the figure shows the EDGES detection along with the atlas of theoretically
predicted signals [29].
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5.3 SARAS: The present and way forward
SARAS 2 has resulted in useful constraints on EoR by rejecting a class from the atlas of theoreti-
cally allowed models generated by Cohen et al. [29], which are representative of the signal space.
Having rejected roughly 10% of the theoretically plausible 21-cm signals, it has ruled out scenarios
of late X-ray heating and rapid reionization. Consequently, SARAS 2 has been able to place lim-
its on astrophysical properties, namely, X-ray efficiency ( fX ≥ 0.1) and rate of reionization (peak
dTb
dz ≤ 120 mK per unit redshift interval).

These constraints from SARAS 2 have been enabled by the design of the radiometer, which has
emphasized spectrally smooth transfer functions, both for the multiplicative and additive components.

Such a system response is a result of the following key considerations:

1. Carefully designed antenna with smooth reflection and total efficiencies, with smoothness con-
firmed via measurements all the way to 1 part in 104.

2. A frequency independent antenna power pattern, which avoids coupling of spatial structures in
the foreground into spectral domain.

3. Avoiding any resistive elements in the antenna design. The antenna is designed not to have a
balun, which may have frequency dependent resistive losses.

4. The antenna plus receiver was designed to be compact, thus ensuring that any internal multi-
path propagation of the system temperature would not compromise the spectral smoothness of
the system response.

5. Designing the receiver architecture such that the nature of systematics do not change while
switching the calibrator. This is realized by employing a cross-over switch where both the
calibrator and antenna continue to be connected to the receiver throughout the observing.

6. Phase switching, implemented using signal splitting and crosscorrelation, to cancel out the
additives that may arise due to cross-talk between the two arms of the receiver.

7. Optical isolation of the antenna plus analog receiver from the rest of the system.

All of these system design features have been complemented by developing data processing algo-
rithms that guarantee to preserve the smoothness of the spectrum during the process of data reduction,
calibration and RFI rejection. The analysis strategy has exploited smoothness designed into the sys-
tem response. All these along with the smoothness of the foregrounds enables placing high confidence
constraints on the plausible 21-cm signals.
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SARAS 2 demonstrates how the receiver architecture sets the foundations for the analysis strat-
egy. The design criteria for each subsection of the instrument has been to avoid any unwanted spurious
feature in the spectrum. SARAS 2 development also emphasized the need for carrying out extensive
simulations coupled with laboratory and field measurements to ensure the conformity of the radiome-
ter properties with the design criteria. At the same time, the calibration strategy dispenses with using
any pre-measured characteristics of the receiver in the analysis (Measurements performed in the lab
stay in the lab!). The focus is towards performing in-situ measurements, and ensuring that the system
response follows a behavior which can be modeled, to mK levels, using either some specific class of
functions or through measurement equation.

Extensive site surveys for locating radio quiet zones have reduced the data corruption due to RFI.
Further, having a range of characterized sites at different distances from the laboratory has facilitated
in the iterative development of the radiometer. However, a significant downside is that the strong
emphasis on smoothness of antenna response led to poor total efficiency below 100 MHz.

The next natural step is to extend the observing band to lower frequencies to probe signals that
we are currently not sensitive to. An extended band would also minimize the loss of signal due to
foreground modeling since the complete CD/EoR signal, ranging from 40− 200 MHz, would have
more number of turning points. Further, in light of the current claim of detection by EDGES, SARAS
observations at low frequencies would help either verify or refute the claim.

5.4 Concluding remarks
Cosmology has quickly grown into an experimental science. Theories have made testable predic-
tions triggering the design of dedicated instruments to verify them. Over the years, high quality data
delivered by precision, purpose-built instruments have greatly helped in confirming and disfavoring
different theories regarding the origin and evolution of the Universe. This development is evident
when one sees a range of ground and space based experiments probing inflation, nature of dark matter
and dark energy, neutrinos, dark ages and reionization, to name a few. We are at a stage where we
are pushing limits, both in theory and instruments, to understand the details of different processes that
resulted in the Universe we see today.

SARAS 2 has been an effort of this nature, probing a crucial phase of the cosmos when the first
generation of stars and galaxies emerged and changed its ionization state. With further improvements
planned, efforts are on to evolve the instrument to the next version, develop more robust analysis
schemes and continue the quest to understand the high-redshift Universe better.
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