## 4 Particle pump with symmetric exclusion process.

### 4.1 Introduction

The symmetric exclusion process (SEP) is one of the simplest and well studied models of a stochastic interacting particle system. In this model which can be defined on a $d$-dimensional hypercubic lattice, particles move diffusively while satisfying the hardcore constraint that two particles cannot be on the same site. A number of exact results have been obtained for this model, particularly in one dimension [95-97]. If the model is defined on a ring and conserves the total density, the system obeys the equilibrium condition of detailed balance in the steady state and thus does not support any net current. A lot of attention has also been given to non-equilibrium steady states of driven SEP in which the particles can enter or leave the bulk at the boundaries. For this model, the time-dependent correlation functions [100] and dynamical exponents have been obtained using the equivalence of the transition matrix ( $W$-matrix) to the Heisenberg model [101]. Recently, large deviation functional and current fluctuations have also been calculated for the driven SEP [100 - 102]. Experimentally it has been shown that SEP can be used to model the diffusion of colloidal particles in narrow pores [103-108].

Here we study the SEP for the case where hopping rates are time-dependent. This is one of the few studies of a many-particle interacting stochastic model with time-dependent transition rates and as we demonstrate shows a lot of interesting behaviour. The initial motivation for this study comes from quantum pump models discussed in the previous chapter [85, 88, $90-92,109-117]$. We saw there that classical heat pumps could be built on simi-
lar principles. Here we investigate the question whether, by using similar driving protocols, particle pumping can be achieved in a classical stochastic model.

Classical pumping of particles in time-dependent stochastic models of non-interacting particles has earlier been studied [118-120] and seen in experiments [123]. Systems exhibiting pumping effect have often been modeled as Brownian ratchets in which non-interacting particles move in an external periodic potential and we have discussed various such models in chapter (1). Our model differs from such models in that here we are dealing with a many body particle system with interactions, and particle interactions seem necessary for the pumping effect.

We have studied the time-dependent SEP by simulations and also analytically by using perturbation theory. The first perturbation uses the driving amplitude as the small parameter. The other uses the inverse of driving frequency as a small parameter. Within this perturbative approach, we are able to obtain exact expressions for various physical quantities, and find very good agreement with simulation results. The most interesting result is that in the model with time-dependent rates at all sites, a $\mathcal{D C}$ current of order unity can be obtained. We note that the hopping rates though time-dependent, are still symmetric and hence our result is surprising.

### 4.2 Definition of Model

The model is defined on a ring with $L$ sites ( see Fig. (4.1)). A site $l=1,2,3, \ldots L$ can be occupied by $n_{l}=0$ or 1 particle and the system contains a total of $N=\rho L$ particles where $\rho$ is the total density. A particle at site $l$ hops to an empty site either on the left or right with equal rates given by:

$$
\begin{align*}
u_{l} & =f_{0}+f_{1} v_{l} \\
\text { where } v_{l} & =\alpha_{l} \sin \left(\omega t+\phi_{l}\right)=v_{l} e^{i \omega t}+v_{l}^{*} e^{-i \omega t} . \tag{4.1}
\end{align*}
$$

Here the site-dependent complex amplitudes are defined by $v_{l}=\alpha_{l} e^{i \phi_{l}} / 2 i$ with $\alpha_{l}$ as a real amplitude and $f_{1}$ is chosen such that all hopping rates are positive.


Figure 4.1: Schematic representation of the SEP model with periodic boundary conditions where a particle hops to next or previous unoccupied site with equal rates. Blue and white colors denote occupied and unoccupied sites respectively. For example particle at site 2 can hop to site 1 or 3 with equal probability where as particle at site 5 can hop to the previous site but not to the next site in this particular configuration.

A configuration of the system can be specified by the set $\left\{n_{l}\right\}, l=1,2, \ldots L$. Let us define $\mathbf{P}(t)$ as the probability vector in the configuration space, with elements $P(C, t)$ giving the probability of the system being in the configuration $C=\left\{n_{l}\right\}$ at time $t$. Then the stochastic dynamics of the many particle system is described by the master equation:

$$
\begin{equation*}
\frac{d \mathbf{P}(t)}{d t}=\mathbf{W}(t) \mathbf{P}(t)=\mathbf{W}_{\mathbf{0}} \mathbf{P}(t)+\mathbf{W}_{\mathbf{1}}(t) \mathbf{P}(t) \tag{4.2}
\end{equation*}
$$

where $\mathbf{W}$ is the transition matrix, which we have split into a time-independent and a timedependent part. One can also consider the time-evolution equations for $m$-point equal-time correlation functions $C_{l_{1}, l_{2}, l_{3}, \ldots, l_{m}}(t)=\left\langle n_{l_{1}} \ldots n_{l_{m}}\right\rangle=\sum_{\left\{n_{l}\right\}} n_{l_{1}} \ldots n_{l_{m}} P\left(\left\{n_{l}\right\}, t\right)$. Thus, for example, the density $\rho_{l}(t)=\left\langle n_{l}\right\rangle$ and the two-point correlation function $C_{l, m}(t)$ satisfy the following
equations:

$$
\begin{align*}
& \frac{\partial \rho_{l}}{\partial t}+2 u_{l} \rho_{l}-u_{l-1} \rho_{l-1}-u_{l+1} \rho_{l+1}=u_{l}\left(C_{l-1, l}+C_{l, l+1}\right)-u_{l+1} C_{l, l+1}-u_{l-1} C_{l-1, l}  \tag{4.3}\\
& \frac{\partial C_{l, m}}{\partial t}+2\left(u_{l}+u_{m}\right) C_{l, m}-u_{l-1} C_{l-1, m}-u_{l+1} C_{l+1, m}-u_{m-1} C_{l, m-1}-u_{m+1} C_{l, m+1} \\
= & u_{l}\left(C_{l-1, l, m}+C_{l, l+1, m}\right)+u_{m}\left(C_{l, m-1, m}+C_{l, m, m+1}\right)-u_{l-1} C_{l-1, l, m}-u_{l+1} C_{l, l+1, m} \\
& -u_{m-1} C_{l, m-1, m}-u_{m+1} C_{l, m, m+1}, \text { for }|l-m| \neq 1 \\
& \frac{\partial C_{l, l+1}}{\partial t}+\left(u_{l}+u_{l+1}\right) C_{l, l+1}-u_{l-1} C_{l-1, l+1}-u_{l+2} C_{l, l+2} \\
= & u_{l} C_{l-1, l, m}+u_{l+1} C_{l, l+1, l+2}-u_{l-1} C_{l-1, l, l+1}-u_{l+2} C_{l, l+1, l+2} . \tag{4.4}
\end{align*}
$$

From Floquet's theorem [124], it is expected that the long time state of the system ( assumed to be unique ) will be periodic in time with period $T=2 \pi / \omega$. Here we will be mainly interested in the $D C$ current $\bar{J}$ defined as

$$
\begin{equation*}
\bar{J}_{l}=\frac{1}{T} \int_{0}^{T} J_{l, l+1}(t) d t \tag{4.5}
\end{equation*}
$$

where the current $J_{l, l+1}$ in a bond connecting sites $l$ and $l+1$ is given by

$$
\begin{equation*}
J_{l, l+1}=u_{l}\left(\rho_{l}-C_{l, l+1}\right)-u_{l+1}\left(\rho_{l+1}-C_{l, l+1}\right) \tag{4.6}
\end{equation*}
$$

and the local density $\rho_{l}=\left\langle n_{l}\right\rangle$. From the periodicity of the state and particle conservation, it follows that the $D C$ current is uniform in space and therefore, using Eq. (4.6), we can write for the $D C$ current:

$$
\begin{align*}
\bar{J} & =\frac{1}{L T} \int_{0}^{T} \sum_{l=1}^{L} J_{l, l+1}(t) d t  \tag{4.7}\\
& =\frac{f_{1}}{L T} \int_{0}^{T} \sum_{l=1}^{L}\left(v_{l+1}-v_{l}\right) C_{l, l+1} d t \tag{4.8}
\end{align*}
$$

Thus, to find the $D C$ current, we need to compute 2-point correlation function $C_{l, l+1}(t)$. In this chapter, we will first develop a perturbation theory, for general $v_{l}$, and then apply it to some special cases.

Note that for $f_{1}=0$, the above model reduces to the homogeneous SEP with periodic
boundary conditions whose properties are known exactly. In this case the steady state is an equilibrium state which obeys detailed balance and hence the average current is zero (This result holds even when the $u_{l}$ 's are site dependent, but time independent). In the steady state, all configurations are equally probable i.e. $P(C)=1 /\binom{L}{N}$ when $f_{1}=0$. Then one can show that the density and correlation functions for the homogeneous SEP are given by:

$$
\begin{align*}
\rho_{l}^{(0)} & =\rho=\frac{N}{L} \\
C_{l_{1}, l_{2}}^{(0)} & =\rho \frac{(N-1)}{(L-1)} \\
C_{l_{1}, l_{2}, l_{3}, \ldots, l_{m}}^{(0)} & =\binom{L-m}{N-m} /\binom{L}{N} . \tag{4.9}
\end{align*}
$$

### 4.3 Perturbation theory in $f_{1}$

For $f_{1} \neq 0$, the knowledge of the exact steady state of homogeneous SEP enables us to set up a perturbation expansion in $f_{1}$ of various observables. We now describe this perturbation theory within which we calculate an expression for $D C$ current $\bar{J}$ in the bulk of the system. A similar perturbation technique was developed for a two-state system in [125]. We expand various quantities of interest with $f_{1}$ as the perturbation parameter about the homogeneous steady state corresponding to $f_{1}=0$. Thus we write

$$
\begin{align*}
\rho_{l}(t) & =\left\langle n_{l}(t)\right\rangle=\rho+\sum_{r=1}^{\infty} f_{1}^{r} \rho_{l}^{(r)}(t)  \tag{4.10}\\
C_{l, m}(t) & =\left\langle n_{l}(t) n_{m}(t)\right\rangle=C_{l, m}^{(0)}+\sum_{r=1}^{\infty} f_{1}^{r} C_{l, m}^{(r)}(t), \tag{4.11}
\end{align*}
$$

and similar expressions for higher correlations. Plugging in Eq. (4.11) into Eq. (4.8), we find that the lowest order contribution to $\bar{J}$ is at $O\left(f_{1}^{2}\right)$ and given by:

$$
\begin{equation*}
\bar{J}^{(2)}=\frac{f_{1}^{2}}{T L} \int_{0}^{T} \sum_{l=1}^{L}\left(v_{l}-v_{l+1}\right) C_{l, l+1}^{(1)} d t . \tag{4.12}
\end{equation*}
$$

To develop our perturbation theory and finding $C_{l, m}^{(1)}$,s, we start with the time evolution equation for density $\rho_{l}(t)$ which is given by Eq. (4.3). Plugging in the expansions in Eqs. (4.10)
and (4.11), we get the following equation for the density $\rho_{l}^{(r)}$ at $r^{t h}$ order:

$$
\begin{align*}
\frac{\partial \rho_{l}^{(r)}}{\partial t} & -f_{0} \Delta_{l} \rho_{l}^{(r)}+2 v_{l} \rho_{l}^{(r-1)}-v_{l-1} \rho_{l-1}^{(r-1)}-v_{l+1} \rho_{l+1}^{(r-1)} \\
& =v_{l}\left(C_{l-1, l}^{(r-1)}+C_{l, l+1}^{(r-1)}\right)-v_{l-1} C_{l-1, l}^{(r-1)}-v_{l+1} C_{l, l+1}^{(r-1)}, \tag{4.13}
\end{align*}
$$

where $\Delta_{l} g_{l}=g_{l+1}-2 g_{l}+g_{l-1}$ defines the discrete Laplacian operator. Thus the density at $r^{\text {th }}$ order is obtainable in terms of density and two point correlation function at $(r-1)^{\text {th }}$ order. We check that at the zeroth order, we obtain the homogeneous SEP for which the density and all equal time correlations are given by Eq. (4.9). At first order, the above equation then gives:

$$
\begin{equation*}
\frac{\partial \rho_{l}^{(1)}}{\partial t}-f_{0} \Delta_{l} \rho_{l}^{(1)}=r_{0} \Delta_{l} v_{l}, \tag{4.14}
\end{equation*}
$$

where $r_{0}=\rho-C_{l, m}^{(0)}$. The solution for this equation is the sum of a homogeneous part which depends on initial conditions and a particular integral. At long times the homogeneous part vanishes while the particular integral has the following asymptotic form:

$$
\begin{equation*}
\rho_{l}^{(1)}(t)=A_{l}^{(1)} e^{i \omega t}+A_{l}^{*(1)} e^{-i \omega t} . \tag{4.15}
\end{equation*}
$$

Substituting Eq. (4.15) in Eq. (4.14) we obtain the following equation for $\left\{A_{l}^{(1)}\right\}$ :

$$
\begin{equation*}
\left(i \omega+2 f_{0}\right) A_{l}^{(1)}-f_{0} A_{l-1}^{(1)}-f_{0} A_{l+1}^{(1)}=r_{0}\left(v_{l+1}-2 v_{l}+v_{l-1}\right) . \tag{4.16}
\end{equation*}
$$

This can be written in matrix form as:

$$
\begin{equation*}
\hat{Z}(\omega) \mathbf{A}=-r_{0} \hat{B} \boldsymbol{\Phi}, \tag{4.17}
\end{equation*}
$$

where

$$
\begin{align*}
Z_{l m} & =-f_{0} \delta_{l, m+1}+\left(i \omega+2 f_{0}\right) \delta_{l, m}-f_{0} \delta_{l, m-1} \\
B_{l m} & =-\delta_{l, m+1}+2 \delta_{l, m}-\delta_{l, m-1} \\
\mathbf{A} & =\left\{A_{1}^{(1)}, A_{2}^{(1)}, \ldots, A_{L}^{(1)}\right\}^{T}, \boldsymbol{\Phi}=\left\{v_{1}, v_{2}, \ldots, v_{L}\right\}^{T}, \tag{4.18}
\end{align*}
$$

and periodic boundary conditions are implicitly taken. The above equation can be solved for A and we get:

$$
\begin{equation*}
\mathbf{A}=-r_{0} \hat{G}(\omega) \hat{B} \boldsymbol{\Phi}, \tag{4.19}
\end{equation*}
$$

where $\hat{G}(\omega)=\hat{Z}^{-1}(\omega)$. Both $\hat{G}(\omega)$ and $\hat{B}$ are cyclic matrices and so can be diagonalized simultaneously. The eigenvalues of $\hat{Z}(\omega)$ are $i \omega+4 f_{0} \sin ^{2}(p \pi / L)$, while that of $\hat{B}$ are $4 \sin ^{2}(p \pi / L)$ with $p=1,2, \ldots, L$, and eigenvector elements are $e^{i 2 \pi p l / L} / L^{1 / 2}$. Hence $A_{l}^{(1)}$ can be written as:

$$
\begin{equation*}
A_{l}^{(1)}=-\frac{4 r_{0}}{L} \sum_{m=1}^{L} \sum_{p=1}^{L} \frac{e^{-i \frac{2 \pi p(l-m)}{L}} \sin ^{2}(p \pi / L)}{i \omega+4 f_{0} \sin ^{2}(p \pi / L)} v_{m}, \tag{4.20}
\end{equation*}
$$

which in the large $L$ limit gives:

$$
\begin{equation*}
A_{l}^{(1)}=-\frac{r_{0}}{f_{0}} v_{l}+\frac{i r_{0} \omega}{f_{0}^{2}} \frac{1}{z_{+}-z_{-}} \sum_{m=1}^{L}\left[z_{-}^{|m-l|}+z_{-}^{L-|m-l|}\right] v_{m}, \tag{4.21}
\end{equation*}
$$

where, $z_{-}=y / 2-\left[(y / 2)^{2}-1\right]^{1 / 2}, z_{+}=1 / z_{-}$and $y=2+\left(i \omega / f_{0}\right)$.
To compute the $O\left(f_{1}^{2}\right)$ contribution to $\bar{J}$, we need to evaluate $C_{l, m}^{(1)}$, which we now proceed to obtain. Inserting the perturbation series in Eqs. (4.10) and (4.11) into Eq. (4.4) we get the following equation for the correlation $C_{l, m}^{(r)}$ at $r^{\text {th }}$ order for $|m-l| \neq 1$ :

$$
\begin{aligned}
\frac{\partial C_{l, m}^{(r)}}{\partial t} & -f_{0}\left(\Delta_{l}+\Delta_{m}\right) C_{l, m}^{(r)}+2 v_{l} C_{l, m}^{(r-1)}-v_{l-1} C_{l-1, m}^{(r-1)}-v_{l+1} C_{l+1, m}^{(r-1)} \\
& +2 v_{m} C_{l, m}^{(r-1)}-v_{m-1} C_{l, m-1}^{(r-1)}-v_{m+1} C_{l, m+1}^{(r-1)} \\
& =v_{l}\left(C_{l-1, l m}^{(r-1)}+C_{l, l+1, m}^{(r-1)}\right)+v_{m}\left(C_{l, m-1, m}^{(r-1)}+C_{l, m, m+1}^{(r-1)}\right) \\
& -v_{l-1} C_{l-1, l, m}^{(r-1)}-v_{l+1} C_{l, l+1, m}^{(r-1)}-v_{m-1} C_{l, m-1, m}^{(r-1)}-v_{m+1} C_{l, m, m+1}^{(r-1)},
\end{aligned}
$$

while for $m=l+1$ :

$$
\begin{align*}
\frac{\partial C_{l, l+1}^{(r)}}{\partial t} & +f_{0}\left(2 C_{l, l+1}^{(r)}-C_{l-1, l+1}^{(r)}-C_{l, l+2}^{(r)}\right) \\
& =v_{l+2}\left(C_{l, l+2}^{(r-1)}-C_{l, l+1, l+2}^{(r-1)}\right)+v_{l-1}\left(C_{l-1, l+1}^{(r-1)}-C_{l-1, l, l+1}^{(r-1)}\right) \\
& -v_{l}\left(C_{l, l+1}^{(r-1)}-C_{l-1, l, l+1}^{(r-1)}\right)-v_{l+1}\left(C_{l, l+1}^{(r-1)}-C_{l, l+1, l+2}^{(r-1)}\right) . \tag{4.22}
\end{align*}
$$

At first order we get:

$$
\begin{align*}
& \frac{\partial C_{l, m}^{(1)}}{\partial t}-f_{0}\left(\Delta_{l}+\Delta_{m}\right) C_{l, m}^{(1)}=k_{0}\left(\Delta_{l} v_{l}+\Delta_{m} v_{m}\right) \\
& \frac{\partial C_{l, l+1}^{(1)}}{\partial t}+f_{0}\left(2 C_{l, l+1}^{(1)}-C_{l-1, l+1}^{(1)}-C_{l, l+2}^{(1)}\right)=k_{0}\left(v_{l-1}+v_{l+2}-v_{l}-v_{l+1}\right) \tag{4.23}
\end{align*}
$$

where $k_{0}=C_{l_{1}, l_{2}}^{(0)}-C_{l_{1}, l_{2}, l_{3}}^{(0)}$ and these are known from Eq. (4.9). The computation of even the homogeneous solution of the above set of equations is in general a nontrivial task because of the form of the equations involving nearest neighbor indices and requires a Bethe ansatz or dynamic product ansatz [99, 100]. However it turns out that the long time solution can still be found exactly and is given by:

$$
\begin{equation*}
C_{l, m}^{(1)}(t)=\frac{k_{0}}{r_{0}}\left[\rho_{l}^{(1)}(t)+\rho_{m}^{(1)}(t)\right]=A_{l, m}^{(1)} e^{i \omega t}+A_{l, m}^{*(1)} e^{-i \omega t}, \tag{4.24}
\end{equation*}
$$

where $A_{l, m}^{(1)}=\left(k_{0} / r_{0}\right)\left(A_{l}^{(1)}+A_{m}^{(1)}\right)$. It is easily verified that this satisfies Eq. (4.23) for all $l, m$. To determine whether the system indeed has a product measure requires a more detailed analysis of the higher order terms in the perturbation series and higher correlations. We have verified that, at first order in perturbation theory, all correlation functions in fact have the same structure as the two-point correlation function in Eq. (4.24).

We now plug the solution in Eq. (4.24) into Eq. (4.12) for the average current in the system and after some simplifications obtain:

$$
\begin{equation*}
\bar{J}^{(2)}=-\frac{f_{1}^{2}}{L} \frac{k_{0}}{r_{0}} \sum_{l=1}^{L}\left(A_{l+1}^{*(1)} v_{l}+A_{l+1}^{(1)} v_{l}^{*}-A_{l}^{*(1)} v_{l+1}-A_{l}^{(1)} v_{l+1}^{*}\right), \tag{4.25}
\end{equation*}
$$

with $A_{l}^{(1)}$ given by Eq. (4.21). For any given choice of the rates $v_{l}$, this general expression can be used to explicitly evaluate the net $D C$ current in the system.

We now consider two special choices of the rates $\left\{v_{l}\right\}$.
(i) The choice $\alpha_{1}=\alpha_{L}=1$, all other $\alpha_{l}=0$, and $\phi_{1}=0, \phi_{L}=\phi$ corresponds to the two-site pumping problem. In the limit of large $L$, this gives:

$$
\begin{equation*}
\bar{J}^{(2)}=\left(\frac{f_{1}}{f_{0}}\right)^{2} \frac{k_{0} \omega \sin \phi}{L} \operatorname{Re}\left[z_{-}\right] . \tag{4.26}
\end{equation*}
$$



Figure 4.2: Plot of current $\bar{J}$ versus the phase difference $\phi$. For parameters as in Fig. (4.4). The solid lines are from the perturbation theory.

Writing $z_{+}=r e^{i \eta}$, we find that for $\omega \ll \omega^{*}=2 f_{0}$, the magnitude $r \approx 1+\sqrt{\omega / \omega^{*}}$ and the angle $\eta \approx \sqrt{\omega / \omega^{*}}$. In the opposite limit, $r \approx 2 \omega / \omega^{*}$ and $\eta \approx \pi / 2-\omega^{*} / \omega$. Using $z_{+}=1 / z_{-}$, we find that the current has the scaling form:

$$
\begin{equation*}
\bar{J}^{(2)}=\frac{f_{1}^{2} k_{0} \sin \phi}{f_{0} L} G\left(\frac{\omega}{2 f_{0}}\right), \tag{4.27}
\end{equation*}
$$

where the scaling function $G(x)=2 x$ for $x \ll 1$ and $1 / x$ for $x \gg 1$. We summarize the most interesting features of the above result. These are: (1) A $D C$ current $\bar{J}$ is obtained, which decays with system size $L$ as $\bar{J} \sim 1 / L$. (2) The $D C$ current $\bar{J}$ depends sinusoidally on the phase difference between rates at two sites. (3) The dependence of $\bar{J}$ on driving frequency $\omega$ shows a peak at a frequency $\omega^{*}$ with $\bar{J} \rightarrow 1 / \omega$ as $\omega \rightarrow \infty$ and $\bar{J} \rightarrow \omega$ as $\omega \rightarrow 0$. The latter result means that a finite number of particles are circulated even in the adiabatic limit. We discuss this point in detail in Sec. (4.5). We have performed direct numerical simulations of the time-dependent SEP and compared them with our analytic results. We plot $\bar{J}$ versus phase difference $\phi$ and driving frequency $\omega$ in Figs. (4.2) and (4.3) respectively.


Figure 4.3: Plot of current $\bar{J}$ versus driving frequency $\omega$ for the same parameters as in Fig. (4.4). Solid lines are from perturbation theory.


Figure 4.4: Plot of $\mathcal{D C}$ density $\bar{\rho}_{l}$ across the ring for $f_{0}=0.3, f_{1}=0.2, \omega=0.2 \pi$ and $\phi=\pi / 2$ at half filling for two system sizes obtained from simulations. Inset: $\mathcal{D C}$ current ( from simulations ) $\bar{J} \sim 1 / L$ as shown by solid line of slope -1 .


Figure 4.5: Plot of time-dependent densities at the four sites of a $L=4$ lattice. In the initial configuration, sites 1 and 2 have one particle each and other sites are empty. The averages over one time period give: $\bar{\rho}_{1}=0.503493, \bar{\rho}_{2}=0.498702, \bar{\rho}_{3}=$ $0.497417, \bar{\rho}_{4}=0.500388$ and $\bar{J}=0.000514$. The points show the curve $\rho+$ $f_{1} \rho_{1}^{(1)}+f_{1}^{2} \rho_{1}^{(2)}$. [Parameters: $f_{0}=0.4, f_{1}=0.1, \phi=\pi / 2$ and $\left.\omega=0.2 \pi\right]$.

In the simulations we have also looked at the steady state density profiles. The results from simulation are shown in Fig. (4.4). The linear profile is expected since in the bulk of the system we have $J=-\nabla \rho$. From Eq. (4.15) it is clear that at first order correction, $\mathcal{D C}$ part $\bar{\rho}_{l}^{(1)}$ vanishes. Hence, we need to look at the higher order contribution, namely $\rho_{l}^{(2)}(t)$. This can be found exactly and has the form:

$$
\begin{equation*}
\rho_{l}^{(2)}(t)=\bar{\rho}_{l}^{(2)}+A_{l}^{(2)} e^{i 2 \omega t}+A_{l}^{*(2)} e^{-i 2 \omega t} . \tag{4.28}
\end{equation*}
$$

The general expression for the $\mathcal{D C}$ part is given by:

$$
\begin{align*}
\bar{\rho}_{l}^{(2)} & =b l+h, l=2, \ldots, L-1 \\
\bar{\rho}_{1}^{(2)} & =b+h+\frac{2}{f_{0}} \operatorname{Re}\left[v_{1}^{*}\left(A_{1,2}^{(1)}-A_{1}^{(1)}\right)\right] \\
\bar{\rho}_{L}^{(2)} & =b L+h+\frac{2}{f_{0}} \operatorname{Re}\left[v_{L}^{*}\left(A_{L-1, L}^{(1)}-A_{L}^{(1)}\right)\right], \tag{4.29}
\end{align*}
$$

where the slope $b$ of the linear density profile is given by

$$
\begin{equation*}
b=\frac{2}{L f_{0}} \operatorname{Re}\left[v_{1}^{*}\left(A_{1,2}^{(1)}-A_{1, L}^{(1)}\right)+v_{L}^{*}\left(A_{1, L}^{(1)}-A_{L-1, L}^{(1)}\right)\right], \tag{4.30}
\end{equation*}
$$

and the intercept $h$ can be found using the particle conservation condition $\sum_{l} \rho_{l}^{(2)}=0$. This agrees with the form seen in results in Fig. (4.4). Finally in Fig. (4.5) we plot the density $\rho_{l}(t)$ as a function of time for $L=4$ and $N=2$ problem, which can be exactly solved numerically. As can be seen, the results from the perturbation theory match very well with the exact ones.

We also note that $\bar{J}$ is independent of $f_{0}$ for large $x$. This can be seen by writing the master equation as:

$$
\begin{equation*}
\frac{d \mathbf{P}}{d(\omega t)}=\frac{f_{0}}{\omega} \mathbf{W}_{\mathbf{0}} \mathbf{P}(\mathbf{t})+\frac{f_{1}}{\omega} \mathbf{W}_{\mathbf{1}} \mathbf{P}(\mathbf{t}) . \tag{4.31}
\end{equation*}
$$

For $\omega \gg f_{0}$, the first term on the right hand side can be neglected thus giving the probability distribution to be a function of $f_{1} / \omega$.
(ii) The second case we consider is one where $\alpha_{l}=1$ at all sites and $\phi_{l}=q l$, where $q=2 \pi s / L$ with $s=1,2 \ldots L / 2$, so that there is a constant phase difference $q$ between successive sites. In this case, $A_{l}^{(1)}$,s given by Eq. (4.20), evaluated at large $L$ gives:

$$
\begin{align*}
A_{l}^{(1)} & =\frac{i r_{0}}{2 f_{0}} e^{i q l} a  \tag{4.32}\\
\text { where } a & =\frac{1-\cos q}{y / 2-\cos q}
\end{align*}
$$

and from Eq. (4.25) we get for the average current:

$$
\begin{align*}
\bar{J}^{(2)} & =-\frac{f_{1}^{2} k_{0}}{f_{0}} \sin q \operatorname{Im}[a] \\
& =\frac{2 f_{1}^{2} k_{0} \omega \sin q(1-\cos q)}{\left[\omega^{2}+4 f_{0}^{2}(1-\cos q)^{2}\right]} . \tag{4.33}
\end{align*}
$$

Thus we see that for most values of $q$ we get a finite current, even in the limit $L \rightarrow \infty$. For $q \sim 1 / L$ and $q \sim \pi-1 / L$, the current goes to zero for large system size as $\bar{J} \sim L^{-3}$. From the current expression in Eq. (4.33), we can find out the value $q=q^{*}$, at which the current is a
maximum. By differentiating Eq. (4.33) with respect to $q$ we get:

$$
\begin{equation*}
\cos \left(q^{*}\right)=\left(1+\Omega^{2}\right)-\sqrt{\left(1+\Omega^{2}\right)^{2}-\left(1-\Omega^{2}\right)}, \tag{4.34}
\end{equation*}
$$

where $\Omega=\omega / 2 f_{0}$. It turns out that for large $\omega$ the maximum is at $q^{*}=2 \pi / 3$, while for small frequencies we get $q^{*} \sim \sqrt{\omega}$. Also we find from Eq. (4.33) that in the adiabatic and fast drive limits, the currents are respectively given by:

$$
\bar{J}^{(2)}\left\{\begin{array}{l}
=\frac{f_{1}^{2} k_{0}}{2 f_{0}^{2}} \cot (q / 2) \omega \quad \omega / f_{0} \ll(1-\cos q)  \tag{4.35}\\
=2 f_{1}^{2} k_{0} \sin q(1-\cos q) \frac{1}{\omega} \quad \omega / f_{0} \gg 1
\end{array}\right.
$$

The perturbation theory results turn out to be quite accurate, as can be seen from the comparisons with simulation results, shown in Figs. (4.6) and (4.7), for different choices of $q$ namely $q=\pi / 2$ and $q=2 \pi / L$, for case (ii) discussed above. In these figures we have plotted the current for different system sizes and verify the $\bar{J} \sim L^{0}$ dependence and $\bar{J} \sim L^{-3}$ dependence for these two $q$ 's. Using the expression for $k_{0}$ in Eqs. $(4.26,4.33)$, we find that $\bar{J}^{(2)} \sim \rho^{2}(1-\rho)$ which has a maximum at $\rho^{*}=2 / 3$ and breaks particle-hole symmetry. This particle-hole asymmetry can be understood easily. From the definition of the model we see that, unlike the particles, the hopping rates of a hole are not symmetric: a hole at site $l$ hops towards right with rate $u_{l+1}$ and left with $u_{l-1}$. In Fig. (4.8) we have plotted simulation results for the average current as a function of particle density, for different system sizes, and find good agreement with our perturbative result, even at a relatively large value of $f_{1} / f_{0}$.

In simulations we have looked at the density profiles and find that the site wise density profile $\bar{\rho}_{l}$ in case (ii) is flat. This is unlike in case (i), where we found high densities at the two special sites and then a linear density profile in the bulk ( see Fig. (4.4) ). The flat density profile, for case (ii), is understood because here there are no special pumping sites. It is interesting that we can get current in the system even in the absence of Fick's law. We also note that even if the hop-out rates are made biased in one direction, like in the asymmetric exclusion process (ASEP), we can still get a current opposing this bias (for small biases).


Figure 4.6: Plot of $\mathcal{D C}$ current $\bar{J}$ versus system size $L$ for parameters $f_{0}=0.5, f_{1}=0.1$, $\omega=0.2 \pi$ and for $q=\pi / 2$. Continuous line from perturbation theory and dotted line from simulations. $\bar{J}$ goes to a constant value can also be seen from Eq. (4.33) for this phase difference.


Figure 4.7: Log-log plot of $\mathcal{D C}$ current $\bar{J}$ ( dotted line from Eq. (4.33), numerical values ) versus system size $L$ for $q=2 \pi / L$. The current decays as $1 / L^{3}$ (continuous line) as predicted by Eq. (4.33). Parameter values are $f_{0}=0.5, f_{1}=0.4, \omega=0.2 \pi$.


Figure 4.8: Plot of $D C$ current $\bar{J}$ versus density $\rho=N / L$ for parameters $f_{0}=0.5, f_{1}=0.4$, $\omega=0.2 \pi$ and $\phi_{l}=\pi l / 2$ for system sizes $L=16,32$ and 64 . Both the results from simulations (symbols connected by dotted lines) and from the perturbation theory (lines) are plotted.

### 4.4 Perturbation theory in $1 / \omega$

In this section, we find the $D C$ current within sudden approximation following the procedure of [126]. Calling $\theta=\omega t$, the master equation Eq. (4.2) can be rewritten as

$$
\begin{equation*}
\frac{d \mathbf{P}(\theta)}{d \theta}=\frac{1}{\omega}\left[\mathbf{W}_{\mathbf{0}}+\mathbf{W}_{\mathbf{1}}(\theta)\right] \mathbf{P}(\theta) \tag{4.36}
\end{equation*}
$$

which can be expanded in powers of $1 / \omega$ by using $\mathbf{P}(\theta)=\sum_{n=0}^{\infty} \omega^{-n} \mathbf{P}^{(n)}(\theta)$ to give

$$
\begin{align*}
\frac{d \mathbf{P}^{(0)}}{d \theta} & =0  \tag{4.37}\\
\frac{d \mathbf{P}^{(1)}(\theta)}{d \theta}-\mathbf{W}_{\mathbf{1}}(\theta) \mathbf{P}^{(0)} & =\mathbf{W}_{\mathbf{0}} \mathbf{P}^{(0)} \tag{4.38}
\end{align*}
$$

and so on. From the zeroth order equation, we see that $\mathbf{P}^{(0)}$ is independent of $\theta$. In fact, for $\omega \rightarrow \infty$, we expect the system to behave as the unperturbed homogeneous SEP for which $\mathbf{W}_{0} \mathbf{P}^{(0)}=0$ is satisfied and as discussed in Section 4.2, all the elements of the vector $\mathbf{P}^{(0)}$ are known. Using this fact, the first order correction $\mathbf{P}^{(1)}$ can be found by integrating Eq. (4.38)
over $\theta$. Following steps as those leading to Eq. (4.12), we now get an average current, $\bar{J}_{s}$, at order $O(1 / \omega)$. This is given by:

$$
\begin{equation*}
\bar{J}_{s}^{(1)}=\frac{f_{1}}{2 \pi \omega L} \int_{0}^{2 \pi} d \theta \sum_{l=1}^{L}\left(v_{l+1}-v_{l}\right) C_{l, l+1}^{[1]} \tag{4.39}
\end{equation*}
$$

where we have expanded the nearest neighbor correlation function $C_{l, l+1}=\sum_{n=0}^{\infty} \omega^{-n} C_{l, l+1}^{[n]}$ in powers of $1 / \omega$ and again use the expression for $C_{l, l+1}^{[0]}=C_{l, l+1}^{(0)}$ given by Eq. (4.9). The first order correction to correlation function can be obtained by perturbatively expanding Eq. (4.4) and obeys the following simple equation:

$$
\begin{equation*}
\frac{d C_{l, l+1}^{[1]}}{d \theta}=f_{1} k_{0}\left(v_{l+2}+v_{l-1}-v_{l}-v_{l+1}\right) . \tag{4.40}
\end{equation*}
$$

We now again discuss the two special choices of rates $v_{l}$, discussed in the previous section.
(i) In this case, only two sites have time-dependent hopping rates. Solving the equations above for the correlation function, we get:

$$
\begin{align*}
C_{1,2}^{[1]} & =f_{1} k_{0}(\cos (\theta)-\cos (\theta+\phi))+c_{1,2}  \tag{4.41}\\
C_{L-1, L}^{[1]} & =-f_{1} k_{0}(\cos (\theta)-\cos (\theta+\phi))+c_{L-1, L}  \tag{4.42}\\
C_{L, 1}^{[1]} & =f_{1} k_{0}(\cos (\theta)+\cos (\theta+\phi))+c_{L, 1} \tag{4.43}
\end{align*}
$$

where $c$ 's are constant of integration (which do not contribute to current). Using the above equations in the expression for $\vec{J}_{s}^{(1)}$, we finally obtain

$$
\begin{equation*}
\bar{J}_{s}^{(1)}=\frac{2 f_{1}^{2} k_{0} \sin \phi}{\omega L} . \tag{4.44}
\end{equation*}
$$

Thus, we find that to leading order in $1 / \omega$ (and arbitrary $f_{1}$ ), the $D C$ current is the same as the one obtained by taking large $\omega$ limit in the current expression Eq. (4.27) obtained from the $f_{1}$ expansion.
(ii) In this case with $\alpha_{l}=1$ at all sites, the equations for the first order correlation functions can be solved for arbitrary phases $\phi_{l}$, and we get:

$$
\begin{equation*}
C_{l, l+1}^{[1]}=k_{0} f_{1}\left[\cos \left(\theta+\phi_{l}\right)+\cos \left(\theta+\phi_{l+1}\right)-\cos \left(\theta+\phi_{l-1}\right) \cos \left(\theta+\phi_{l+2}\right)\right] . \tag{4.45}
\end{equation*}
$$

Using these in the current expression and after some simplifications, we get:

$$
\begin{equation*}
\bar{J}_{s}^{(1)}=\frac{k_{0} f_{1}^{2}}{\omega L} \sum_{l=1}^{L}\left[2 \sin \left(\phi_{l+1}-\phi_{l}\right)-\sin \left(\phi_{l+1}-\phi_{l-1}\right)\right] . \tag{4.46}
\end{equation*}
$$

Note that the above expression depends on the phase difference between nearest and next nearest neighbor sites. For $\phi_{l}=q l$, we recover the result stated in the second line of Eq. (4.35).

### 4.5 Adiabatic calculation

We now discuss an adiabatic calculation similar to that of Astumian for a two state model [123]. The model considered by Astumian consists of a single site connected to two reservoirs with input rates $\alpha_{1}(t), \alpha_{2}(t)$ and output rates $\beta_{1}(t), \beta_{2}(t)$. The rate equation of the particle density at the site is given by:

$$
\begin{align*}
\frac{d Q}{d t} & =I_{1}+I_{2}  \tag{4.47}\\
\text { where } I_{1} & =\alpha_{1}(1-Q)-\beta_{1} Q, \quad I_{2}=\alpha_{2}(1-Q)-\beta_{2} Q
\end{align*}
$$

The instantaneous rates satisfy the conditions, $\alpha_{1}(t) / \beta_{1}(t)=\alpha_{2}(t) / \beta_{2}(t)=e^{\epsilon(t)}$ and $\alpha_{2}(t) / \alpha_{1}(t)=\beta_{2}(t) / \beta_{1}(t)=e^{u(t)}$. For low driving frequencies $Q(t)$ can be expanded about the instantaneous equilibrium solution $Q^{(0)}(t)$ as $Q(t)=Q^{(0)}(t)+\omega Q^{(1)}(t)$, where $Q^{(0)}, Q^{(1)}$ satisfy the following equations:

$$
\begin{array}{r}
\alpha_{1}\left(1-Q^{(0)}\right)-\beta_{1} Q^{(0)}=\alpha_{2}\left(1-Q^{(0)}\right)-\beta_{2} Q^{(0)}=0 \\
\frac{d Q^{(0)}}{d t}=-\omega\left(\alpha_{1}+\beta_{1}+\alpha_{2}+\beta_{2}\right) Q^{(1)} \tag{4.49}
\end{array}
$$

The instantaneous equilibrium solution, from Eq. (4.48) is:

$$
\begin{equation*}
Q^{(0)}=\frac{\alpha_{1}}{\alpha_{1}+\beta_{1}}=\frac{1}{1+e^{-\epsilon}} . \tag{4.50}
\end{equation*}
$$

The net particle transport $\mathcal{N}$ (from reservoir 1 into system) over one period $T=2 \pi / \omega$ can be written as:

$$
\begin{align*}
\mathcal{N} & =\int_{0}^{T} I_{1} d t=-\int_{0}^{T}\left(\alpha_{1}+\beta_{1}\right) \omega Q^{(1)} d t \\
& =\int_{0}^{T} \frac{\alpha_{1}+\beta_{1}}{\alpha_{1}+\beta_{1}+\alpha_{2}+\beta_{2}} \frac{d Q^{(0)}}{d t} d t=\int_{C} F d Q^{(0)}, \\
\text { with } F & =\frac{1}{\left(1+e^{u}\right)}, \tag{4.51}
\end{align*}
$$

and where $\int_{C}$ denotes the integral over a cycle.
In our case formally one can obtain an exact expression for the net particle transport. For this we start with the master equation $\partial \mathbf{P} / \partial t=\mathbf{W}(t) \mathbf{P}$. Let $\mathbf{P}^{(0)}(t)$ be the instantaneous equilibrium solution satisfying $\mathbf{W}(t) \mathbf{P}^{(0)}=0$. Then, for slow rates $\omega, \mathbf{P}(t)$ will have the form $\mathbf{P}^{(0)}(t)+\omega \mathbf{P}^{(1)}(t)$ where the correction is given by: $\omega \mathbf{P}^{(1)}=\mathbf{W}^{-1} \partial \mathbf{P}^{(0)} / \partial t$. The net particle transported across any bond in one time cycle, $\mathcal{N}$, can then be expressed as:

$$
\begin{equation*}
\mathcal{N}=\int_{0}^{T} d t \sum_{C} J(C) P(C, t)=-\int_{0}^{2 \pi} d x \sum_{C, C^{\prime}} J(C) \frac{\partial W_{C, C^{\prime}}^{-1}(x)}{\partial x} P^{(0)}\left(C^{\prime}, x\right), \tag{4.52}
\end{equation*}
$$

where $J$ refers to the current on any given bond. Thus we have a formal expression, for the net particle transported, in terms of an integral over an equilibrium average of some quantity. However this expression does not appear to have any simple physical interpretation and neither is it easy to obtain any explicit results, unlike the fast case treated in section (4.4). The above equation has to be interpreted carefully, since $\mathbf{W}$ has a zero eigenvalue and $\mathbf{W}^{-1}$ is not strictly defined.

### 4.6 Conclusions

Here we have considered a lattice model of diffusing particles with hard core interactions and shown that if the hopping rates at various sites are made time-dependent, but still symmetric, then a $D C$ current can be generated in the system. Thus, a ratchet effect is obtained in the sense that a directed current occurs even though there is no applied external biasing
force. Unlike many other examples of models of classical ratchets, there is no asymmetric potential in our model. However asymmetry is incorporated in the modulation of the hopping rates, and this is best seen when we consider the case where the modulation is given by $v_{l}(t)=\sin (\omega t-q l)$. This of-course corresponds to a wave travelling in a given direction. A non-trivial aspect of the problem studied is the fact that the effect goes away as soon as we switch off the hard-core interactions. For non-interacting the $D C$ current is given by $\bar{J}=(1 / L T) \int_{0}^{T} d t \sum_{l=1}^{L} u_{l} \rho_{l}-u_{l+1} \rho_{l+1}$, and is seen to be exactly zero, for arbitrary choice of the time-dependent rates. On the other hand, having interactions in the system is not a sufficient condition to generate a $D C$ current. For the models considered in this chapter, the hopping rate is site-wise symmetric. But if the hopping rates are symmetric bond-wise, i.e., the hop rate $u_{l, l+1}$ from site $l$ to $l+1$ is the same as that from $l+1$ to $l$, then the $D C$ current is zero for any choice of phases $\phi_{l}$. To see this, consider the density evolution equation obeyed by bond-wise symmetric SEP:

$$
\begin{equation*}
\frac{\partial \rho_{l}}{\partial t}=u_{l-1, l}\left(\rho_{l-1}-\rho_{l}\right)+u_{l, l+1}\left(\rho_{l+1}-\rho_{l}\right) \tag{4.53}
\end{equation*}
$$

Unlike Eq. (4.3) for site-wise symmetric SEP, $\rho_{l}=\rho$ is a solution of the above equation for any choice of rates $u_{l}$. In fact, an inspection of the master equation shows that, even with a time-dependent $\mathbf{W}$-matrix, all configurations are equally likely, thus leading to the zero current. Thus the exclusion process with bond-wise symmetric rates does not give the ratchet effect. It is not completely clear as to what are the necessary and sufficient conditions to get a directed current.

For the model considered here, since the equations for any $n$-point correlation function do not close, it does not seem simple to solve the model exactly. We have therefore studied the system analytically using a perturbation theory in the amplitude $f_{1}$ and the inverse frequency $1 / \omega$. In this study, we have been able to obtain the $D C$ current at order $f_{1}^{2}$ by solving the evolution equations for density and two point correlation function to order $f_{1}$. Also, we have been able to obtain results for large driving frequency by solving the correlation function alone by such perturbative approaches. Comparing with simulations we find that
the perturbative results turn out to be quite accurate.
Finally, we point out that an experimental realization of the effect observed in our model should be possible in colloidal systems. For instance, consider a colloidal suspension in an externally applied laser field. This constitutes a system of diffusive interacting particles in an external potential (generated by the laser field) of the form $V(x, t)=V_{0} \sin (\omega t-q x)$. This system is similar to the model that we have studied. There are some differences, namely, in this case because the external field is space dependent, hence the effective hopping rates are not symmetric in the forward and backward directions. It would be interesting to study this model to see if a current can be generated here, and perhaps one can make detailed predictions for experimental observation.
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