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SYNOPSIS

A major breakthrough in science in the last century has been the development of quantum

theory to explain physical phenomena on a microscopic scale and explore its advantage

in different information-processing tasks. In the last few years, several practical com-

munication and computing protocols have been introduced that provide the “quantum

advantage" over classical technology. Recent efforts have been made to build a quantum

internet, which is a network of users using quantum technologies for different information

processing tasks [3–6]. This thesis aims to present fundamental and practical limitations

on building a quantum internet. We introduce different figures of merit for assessing

the robustness and present the limitations of different network topologies for current and

futuristic quantum internet implementations. These investigations will serve as bench-

marks for experimentalists to compare various components and make optimal choices

in the architecture, quantum systems, and channels used in the network. We divide the

thesis broadly into three parts. In the first part of the thesis, we introduce a graphical

analysis of networks [2]. Then, in the second part, we present practical limitations on

different quantum network architectures designed for implementing different information

processing tasks [2]. In the third part, we consider a special bipartite network where the

end users have constrained free will and present limitations on testing quantum nonlocal

1
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correlations using such a network with the use of imperfect detectors [1].

Graph theoretic analysis of networks

In this part of the thesis, we consider a framework for representing networks as undirected

weighted graphs. We let the edge weight ei j for the edge connecting the nodes vi and v j

of the graph take the value − log2 pi j, where pi j is the success probability of transmitting

a resource from node vi to v j. For a particular information processing task, let p∗ be the

critical success probability below which the task fails; we introduce an effective weight

w∗(ei j) of an edge ei j for such a task as − log2 pi j if pi j ≥ p∗ and ∞ otherwise. The edge

weights and the effective weights are path-dependent and additive across the connect-

ing edges. It is desirable for users of the network to select paths with minimum weight

for maximum success. We adapt the concepts of adjacency matrix in terms of the edge

weights and introduce task-dependent effective adjacency matrix and effective success

matrix. The elements of the effective success matrix provide the highest probability with

which a resource can be shared between the nodes of the network. We present the critical

success probability p∗ for implementing different information processing tasks using a

linear quantum network.

In analysing networks as graphs, observing their robustness for different information-

processing tasks is important. For this, we introduce different robustness measures for

networks. The first robustness measure we introduce is link sparsity, (Υ), which is a

measure of the fraction of nodes in the network that are not active or are damaged by an

adversary. Next, considering networks with the same link sparsity, we define the connec-

tion strength of nodes (ζ) and the total connection strength (Γ). Using these definitions,

we define the sparsity index (Ξ) as a measure of the robustness of a network. It is desir-

able for a network to have low values of link sparsity and high values of sparsity index.

We then present the robustness parameters for different star and mesh network topologies.

Furthermore, certain network nodes are crucial for a network’s proper functioning. We

call such nodes as the critical nodes of the network. If we remove some of the critical
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nodes, the graph’s other nodes can get disconnected. We introduce a measure for a node’s

critical coefficient (ν). The critical nodes of the network are those nodes with high values

of (ν).

We then provide algorithms for performing different network tasks. The first algorithm

provides the shortest path between a pair of nodes for our framework. Secondly, we

provide an algorithm to construct a network for sharing resources between two parties

each having multiple nodes. Third, we provide an algorithm to optimize the flow of

resources at a node having multiple input and output channels. Finally, we provide an

algorithm based on calculating ν to identify the critical nodes of a given network.

Practical Limitations on quantum networks

Quantum network architectures have potential applications in diverse fields like comput-

ing, defence, etc. In this section, we consider quantum networks performing different

information processing tasks and present the bottlenecks for such networks. We first

consider a linear repeater-relay network and provide practical limitations on the state pa-

rameter and the number of nodes in the network for performing device-independent secret

key distillation between the end nodes of the network. This provides a practical limitation

on the structure of such networks for performing secure communication. We also con-

sider the similar network structure and provide limitations on the number of relay stations

between the end users and the success probability for (a) performing teleportation proto-

col, (b) performing the Bell-CHSH inequality violation experiment and (c) for the shared

state being entangled. This provides a practical limitation on the robustness of the linear

repeater-relay network for performing different information processing tasks.

Next, we consider the task of distributing entangled states between two geographically

far-off cities. For this, we introduce a hybrid satellite-fiber network model. The model

has a global scale satellite network connecting different ground stations and a local scale

network connecting different localities to the ground stations. Furthermore, we consider

the scenario where the ground stations have quantum memory and multiple input and out-
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put channels. In such a scenario, we present an algorithm for the distribution of resources

from the input channels to the output channels. For this hybrid satellite-fiber network, we

present the average entanglement yield ξavg for currently available and futuristic experi-

mental architectures.

The different quantum processors in the current Noisy Intermediate-Scale Quantum era

are physically implemented using different technologies. The processors by Google,

Rigetti and IBM use superconducting architecture, while those by Honeywell and IonQ

use a trapped ion-based architecture. We present these processors as graphical networks

and present their robustness measures. Furthermore, we introduce a futuristic 1024 qubit

network model for quantum processors and present their robustness. We then consider

two futuristic tasks (a) connecting all major airports of the world via a mesh quantum

network and (b) connecting the Pentagon to the major nuclear power plants in the United

States via a star quantum network. We present practical limitations for implementing

these network structures.

Testing quantum nonlocal correlations under constrained

free will and imperfect detectors

In this part of the thesis, we consider a special network consisting of two nodes represent-

ing two parties that share a bipartite quantum state ρAB. In such a scenario, two central

assumptions in testing the standard locally realistic hidden variable (LRHV) theories are

that (a) the two parties have free will in choosing the measurement settings, and (b) the

parties have perfect detectors at the measurement devices. We investigate the effect of

relaxing these two assumptions in testing the LRHV theories. We begin by considering

that there exists some hidden variable λ belonging to some hidden variable space Λ. The

probability distribution of the outputs conditioned on the inputs can then be expressed as

p(ab|xy) =
∑
λ∈Λ

p(ab|xyλ)p(λ|xy) (1)
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The hidden variable λ can provide an explanation of the observed experimental statistics.

An adversary can bias the choice of the measurement settings in the λ scale according to

p(xy) =
∑
λ∈Λ

p(xy|λ)p(λ) (2)

and trick Alice and Bob into thinking they are choosing the measurement settings with

equal probability. We consider the simplest situation where each party chooses between

two measurement settings and provide a cheating strategy of an adversary [1].

The measurement independence assumption requires that λ does not contain any infor-

mation about the choice of measurement settings. This assumption can be expressed

as p(λ|xy) = p(λ) or equivalently p(xy|λ) = p(xy), where x and y are the measure-

ment settings of Alice and Bob. In standard literature, the relaxation of measurement

independence, which we call measurement dependence, has been quantified via two ap-

proaches. The first approach involves bounding p(xy|λ) in the range [l, h] [7, 8]. The

second approach involves using a distance measure to quantify the measurement depen-

dence [9, 10]. We consider the first approach in quantifying measurement dependence,

i.e., l ≤ p(xy|λ) ≤ h and obtain allowed values of l to ensure nonlocality for different

interesting quantum behaviours [1]. At first, we consider the behaviour that violates the

AMP tilted Bell inequality [11] and provides close to 2 bits of randomness. We observe

that such behaviours are always local with measurement dependence. Next, for the be-

haviour that maximally violates the Bell-CHSH inequality [12], we require l > 0.2023.

Next, we consider the behaviour that provides 1.6806 bits of global randomness and show

that for such a behaviour, we require l > 0.

We next consider the distance measure approach to quantify measurement dependence.

In this approach, following [9, 10], we define the measure of measurement dependence

for Alice and Bob as

M1 = max
{ ∫

dλ|p(λ|x1, y1) − p(λ|x2, y1)|,
∫

dλ|p(λ|x1, y2) − p(λ|x2, y2)|
}
,(3)

and M2 = max
{ ∫

dλ|p(λ|x1, y1) − p(λ|x1, y2)|,
∫

dλ|p(λ|x2, y1) − p(λ|x2, y2)|
}
.(4)
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We show [1] that the AMP tilted Bell expression Iβα := β⟨x1⟩+α⟨x1y1⟩+α⟨x1y2⟩+ ⟨x2y1⟩−

⟨x2y2⟩ in the presence of locality and relaxed measurement independence is bounded by

Iβα ≤ β + 2α +min
{
α(M1 +min{M1,M2}) + M2, 2

}
. (5)

Using the modified upper bound on the AMP tilted Bell inequality from Eq. (5), we

present bounds on M1 and M2 to ensure that quantum nonlocal behaviours remain nonlo-

cal with measurement independence relaxed for Alice, Bob and both.

We next deviate from the conventional approach of assuming perfect detectors; we present

a framework to determine the threshold values of the detector parameters that are robust

enough to certify the nonlocality of quantum nonlocal behaviours [1]. For this, we adapt

the approach discussed in [13] to model imperfect detectors as a sequential application

of a perfectly working inner box followed by a lossy outer box. We deviate from the ap-

proach in [13] by considering an inner box containing a quantum source generating bipar-

tite quantum states whose behaviour is nonlocal under constrained free will but assuming

that detectors are perfect. An outer box introduces the detector imperfections (dark counts

and no detection events). The quantum nonlocal behaviours generated in the inner box

get mapped to the outer box behaviour with the detector imperfection parameters, dark

count probability δ and detector efficiency η. The outer box behaviour then undergoes an

LRHV test, based on which we present the threshold detector parameters. We present the

critical detector parameters η and δ that make the detectors robust for testing of different

quantum nonlocal behaviours.

Outlook

In this thesis, we consider a framework for representing networks as undirected weighted

graphs and observing their robustness for different information processing tasks. This

framework is potentially useful in designing any network structure for performing in-

formation processing tasks. We then provide practical limitations on (a) implementing

quantum networks suited for sharing entanglement between two far-off cities, (b) design-
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ing quantum processor networks and (c) testing the nonlocality of quantum nonlocal be-

haviours in a bipartite network with imperfect detectors and constrained free-will. These

limitations would provide a benchmark for experimentalists to compare different compo-

nents to be used in the network so that optimal choices in the architecture and quantum

systems and channels to be used in the network can be made.

Supervisor: Prof. Shiv Sethi Abhishek Sadhu
Raman Research Institute Raman Research Institute
Bangalore - 560080, India Bangalore - 560080, India

Co-supervisor: Dr. Siddhartha Das
International Institute of Information Technology,
Hyderabad, Telangana - 500032, India
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CHAPTER 1

INTRODUCTION

“The most beautiful experience we can have

is the mysterious. It is the fundamental

emotion that stands at the cradle of true

art and true science.”

— Albert Einstein
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1.1 Motivation and Overview

Figure 1.1: The quantum Internet - an interconnected network of users enabled to per-
form desired quantum information processing and computing tasks among them. Some
of the tasks that are envisioned to be possible in full-fledged quantum Internet are enabling
remote end users to access quantum computers over the cloud [14], secure communica-
tion [15–27], and cryptographic tasks against adversaries of varying degree [6, 28–35].

The development of the Internet has been one of the key technological developments

of the twentieth century. While digital computing has been the definitive technology of

the twentieth century, it is anticipated that quantum technology will be for the 21st cen-

tury. Among others, the most promising prospect of such technology is the development

of quantum key distribution, which provides unconditional security for generating secure,

random bits among trusted end users against an eavesdropper limited by the laws of quan-

tum theory.

Today we are already starting to see elementary realizations of essential quantum tech-

nologies like quantum communication, quantum key distribution [36], and quantum com-

puting [37–39]. With further technological advancement, as the technologies become

increasingly accessible, there will be a demand for networking them, and it is anticipated

that the sharing of quantum resources between end users of a network will become a
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pressing issue.

If we look at the historical development of today’s Internet, the first demonstrations of dig-

ital computer networks were point-to-point communication networks. Since then, rapid

technological development has resulted in today’s Internet, which allows arbitrary world-

wide networking across ad hoc networks consisting of an arbitrarily large number of end

users in a decentralised plug-and-play manner. As with digital computing, it is foresee-

able that there will be a demand for a quantum Internet [40–42] (see Fig. 1.1), enabling a

wide range of quantum information-processing tasks between any number of users over

ad hoc networks.

Today’s Internet is a technology stack, such as Transmission Control Protocol (TCP)/

Internet Protocol (IP), having different levels of abstraction of digital information [43].

At the bottom layer, digital data is communicated across a physical medium. Above this,

data is decomposed into packets. These packets are then transmitted over networks. TCP

guarantees data integrity, Quality of Service (QoS), and packet routing between source

and destination. Finally, raw data is reconstructed from the data packets the end user

receives. The packets of data transmitted over the quantum Internet will be quantum

states, and the TCP will enable the transmission of these states between end nodes and

ensure quality control.

The TCP layer offers a virtual software interface to the remote digital assets, enabling

high-level services such as File Transfer Protocol (FTP), multimedia streaming, remote

computation, cloud storage and many others. The end user is unaware of the underlying

network protocols. The FTP and cloud storage enable end users to store data on far-off

data centres and mount them as if they were local. A similar concept holds for online

streaming services like Netflix and HBO, where remotely stored multi-media files behave

like a local copy. It is foreseeable that there may be a demand for such services over the

quantum Internet.

In a quantum network, the successful functioning of an elementary link is dependent on

the properties of the packets of data (the quantum states), such as purity, fidelity with a

target state, amount of nonlocality, and others, none of which are applicable to classical
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digital data processing. As in the classical case, a primary objective is to find optimal

strategies for routing data packets between end nodes. However, the success of the strat-

egy will depend on the properties of the data packets (such as singlet fraction) being above

a critical threshold defined by the information processing task that the end nodes intend

to perform. Also, quantum resources (such as state, measurement operation, etc...) being

noisy [6, 36, 44–47], imperfect [1, 34, 48–50] and fragile [51–54], limits the realization

of quantum networks for practical purposes thereby making it necessary to analyse the

scalability of networks for performing various information processing tasks.

The routing strategies do not guarantee on-demand access to network bandwidth. In net-

works with limited bandwidth, there can be congestion during high traffic, and some end

nodes may have to wait their turn. For this, some networks may require at least some

nodes to have quantum memories, which will allow the buffering of quantum packets for

a sufficiently long duration while they wait for network resources. The required lifetime

of the quantum states in the memory will have to be greater than the network congestion

time.

The physical realization of the quantum Internet will likely follow a task-oriented ap-

proach. The underlying network structure at any implementation stage is expected to

provide loose coupling [55], meaning that the end users can perform information process-

ing tasks without knowing the underlying implementation details. The loose coupling

reduces the inter-dependencies between multiple tasks performed over the quantum Inter-

net and motivates analysing the practical limitations involved in implementing different

tasks over the quantum Internet.

As the size of the quantum networks increases, a possible reason that can compromise the

proper functioning of the network is the random breakdown of nodes and edges [56] either

due to hardware failure or from a strategic point of view, with adversaries attacking the

network [57–59]. Such failures can possibly prevent some active nodes from connecting

to the rest of the network, leading to a partition or even a destroyed system. To observe

the extreme effect of the random breakdown of nodes and edges, consider the k-complete

graph and tree graph. In a k-complete graph with point-to-point links between every
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pair of nodes, there are alternate paths between the surviving nodes if some nodes and

edges fail. In a tree graph, the breakdown of a single node or edge may disconnect the

network, making certain routes impossible. Somewhere in between the two extremes

is a mesh network, which is relatively robust against the random failure of nodes and

edges but is susceptible to conspiratorial attacks, which target the most important nodes.

Consequently, it is important to analyse the robustness of networks, i.e., their ability to

withstand structural failures.

Having analysed the robustness of a given network, an important question remains: How

can we improve the network’s robustness? A possible first approach would be to identify

and ensure the proper functioning of the critical nodes of the network. These nodes play

an important role in ensuring the operational effectiveness of the network. By prioritizing

the proper functioning of the critical nodes, we can significantly reduce the network’s

vulnerability to disruptions in the face of adversarial attacks or random failures.

Looking at specific tasks that can be performed over the quantum Internet, we note that

the sharing of quantum nonlocal correlations [60–67] among the nodes of a network is a

primitive for tasks such as the generation and certification of randomness and secret key

in a device-independent way [28, 68–73]. Quantum systems that violate local realistic

hidden variable (LRHV) inequalities [74] are said to have quantum nonlocal correlations.

The LRHV inequalities, also called Bell-type inequalities, are based on two physical as-

sumptions: (a) the existence of local realism and (b) the no-signalling criterion [75] (see,

e.g., [74] and references therein). Such inequalities were first obtained by J.S. Bell [76] to

show that the statistical predictions of quantum mechanics cannot be explained by local

realistic hidden variable (LRHV) theories.

It is known that the experimental verification of Bell’s inequality requires additional as-

sumptions which could lead to incurring loopholes such as locality loophole [77], freedom-

of-choice (measurement independence or free will) loophole [78,79], fair-sampling loop-

hole (detection loophole) [78, 80]. In recent major breakthroughs [63, 64, 81, 82], incom-

patibility of quantum mechanics with LRHV theories has been demonstrated by consider-

ably loophole-free experiments showing violation of Bell’s inequality by quantum states
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with quantum nonlocal correlations.

The assumption of free will was first relaxed in [9] using a distance-measure-based quan-

tification of the measurement dependence. It was shown that the Bell-CHSH inequality

can be violated by sacrificing equal free will for both parties. This result was extended

to the scenario of parties having different amounts of free will in [10] and for one of the

parties in [83]. In an alternate approach, measurement dependence was quantified in [7,8]

by bounding the probability of choosing the measurement settings to be in a given range.

Following this approach, tests for nonlocality have been constructed [7, 84]. These in-

equalities have been applied to randomness amplification protocols [84,85]. However, the

consideration of imperfect detectors in the implication of these measurement-dependent

LRHV inequalities is still lacking, as the above-mentioned works assumed perfect detec-

tion while allowing for relaxation in measurement dependence. A possible first approach

would be to analyze limitations on sharing nonlocality among neighbouring nodes when

an adversary biases the choice of measurement settings and the detection units of the two

parties.

1.2 Organization of the thesis

Chapter 2 is devoted to the basic knowledge of quantum states, channels and measure-

ment. We discuss definitions of quantum state, separable and entangled states, isotropic

and Werner states, as well as quantum channels, quantum instruments and measurement

channels. We also present a brief introduction to graph theory relevant to the content of

the thesis.

In Chapter 3, we analyze the robustness and scalability of the quantum Internet using

graph (network) theoretic tools. Specifically, we present a graph theoretic framework

for networks performing various tasks in Sec. 3.1 and present conditions for no percola-

tion in a lattice network for a class of tasks. In Sec. 3.2, we present figures of merit to

compare the robustness of network topologies and observe them for different networks

in Sec. 3.2.1. Noting different quantum processor architectures as instances of quantum
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networks, we compare the figures of merit of different currently available and futuristic

quantum processors in Sec. 3.3. In Sec. 3.2.2, we present measures to identify the critical

nodes in a given network. In Sec. 3.4, we present algorithms that are primitives for imple-

menting different information-processing tasks using the quantum Internet. The content

of this chapter is based on [2].

In Chapter 4, we analyze limitations on the potential use of the quantum Internet for

real-world applications. Specifically, we present the critical success probability of ele-

mentary links and critical length scales for various tasks over a repeater-based network in

Sec. 4.1. In Sec. 4.2, we present limitations on the scalability of networks for quantum

communication, assuming some hypothetical scheme can improve the transmission of

channels connecting the nodes of the network. We present limitations on using isotropic

states in networks for device-independent secret key distillation in Sec. 4.3. Consider-

ing a repeater-based network, we present an upper bound on the number of elementary

links between the end nodes such that the shared state remains entangled and is useful for

different information-processing tasks. We present practical bottlenecks in the distribu-

tion of entangled states between far-off cities using a satellite-based network in Sec. 4.4.

Looking at possible tasks that can be performed over the quantum Internet in the future,

we present practical bottlenecks on some of the tasks in Sec. 4.5. The content of this

chapter is based on [2].

In Chapter 5, we analyze the limitations of sharing nonlocality between two neighbour-

ing nodes when an adversary biases the choice of measurement settings and the detection

units of the two nodes. Specifically, we introduce the framework of locality and measure-

ment dependence, a constraint limiting the user’s free will in Section 5.1. We present a

model where an adversary tricks the user into thinking they have freedom of choice for

the measurement. Section 5.2 compares two approaches to quantify the measurement de-

pendence. We determine the critical values of the measurement-dependence parameters

necessary for the certification of nonlocality when free will is relaxed and compare them

with the amount of violation obtained for the Bell-CHSH inequality, tilted Hardy rela-

tions and the tilted Bell inequalities. In Section 5.3, We determine the threshold values

of the detector parameters, namely inefficiency and dark count probability, such that the
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detectors are robust enough to certify nonlocality in the presence of constrained free will.

In Section 5.4, we introduce a new set of LRHV inequalities adapted from the AMP tilted

Bell inequality using distance-measures-based measurement dependence quantities. We

use these inequalities to observe the effect of relaxing the free will assumption for either

party on certifying quantum nonlocal correlations. The content of this chapter is based

on [1].

Finally, in Chapter 6, we conclude the thesis by summarising all results provided in the

thesis along with presenting possible future directions of research.



CHAPTER 2

PRELIMINARY

“If I have seen further, it is by standing

on the shoulders of Giants.”

— Sir Isaac Newton
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This chapter briefly introduces some of the background information needed for the thesis.

In Sec. 2.1, we present definitions of quantum states, channels, and measurements. In

Sec. 2.2, we briefly introduce basic definitions and concepts of graph theory that relate to

the contents of the thesis.

2.1 Quantum states, channels, and measurement

The mathematical formulation of quantum mechanics was initiated by von Neumann [86,

87] and Dirac [88], who presented an axiomatic approach to quantum theory. The ax-

iomatic approach is advantageous for theoretical work as the physical systems’ pertinent

details are unimportant. This approach has proved to be quite fruitful in quantum infor-

mation processing and has become the standard approach to these topics [89–92]. Please

refer to [89–92] for more details on the topics presented in this section.

The mathematical structure of quantum mechanics is based on the Hilbert space, an inner

product space (vector space with inner product) that is complete. In this thesis, we con-

sider only finite-dimensional complex Hilbert spaces. The theory of linear algebra and

matrix analysis is sufficient for our purposes.

2.1.1 Quantum states

Every quantum system, say A, has an associated Hilbert space HA of (finite) dimension

dA. We call a quantum system having d ≥ 2 and belonging to Hilbert space Cd as a qudit.

Qudits with d = 2 are called qubits. The state of a quantum system is represented by a

linear positive semi-definite operator having a unit trace called the density operator.

Definition 1. (Quantum state) The state of a quantum system A is represented by the

density operator ρA defined on HA and satisfies the conditions: (i) ρA ≥ 0, (ii) ρA = ρ
†

A,

(iii) Tr[ρA] = 1. The set of density operators of A is denoted by D(HA).

A pure state is a rank-one density operator given by ρA B |ψ⟩⟨ψ|A where |ψ⟩A ∈ HA are
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unit-norm vectors in the Hilbert space. Every pure-state vector has the form

|ψ⟩A =

d−1∑
k=0

αk |k⟩A, (2.1)

where αk ∈ C and follows the normalisation condition
∑d−1

k=0 |αk|
2 = 1.

Every density operator ρA can be decomposed as a convex combination of pure states

ρA =
∑

x

px|ψx⟩⟨ψx|A (2.2)

where px ∈ [0, 1],
∑

x px = 1, and {|ψx⟩}x is the set of state vectors.

We denote the density operator of a composite system AB as ρAB ∈ D(HAB); TrB[ρAB] =

ρA ∈ D(HA) is the reduced state of A.

Definition 2. (Fidelity [93]) The fidelity between the states ρ and σ is defined as

F(ρ, σ) B
(

Tr
[√
√
ρσ
√
ρ
])2

(2.3)

Fidelity between two states quantifies the overlap between the states. We note that F(ρ, σ) =

0 iff ρ and σ have support on orthogonal subspaces while F(ρ, σ) = 1 iff ρ = σ. The fi-

delity between ρ and a pure state σ is given by

F(ρ, |σ⟩⟨σ|) = ⟨σ|ρ|σ⟩ = Tr[ρσ]. (2.4)

The fidelity is multiplicative meaning,

F(ρ1 ⊗ ρ2, σ1 ⊗ σ2) = F(ρ1, σ1)F(ρ2, σ2) (2.5)

Definition 3. (Separable and entangled states) The state of a composite system AB de-

noted by ρAB ∈ D(HAB) is called separable if it can be expressed as in the form of

ρAB =
∑

x

px ρ
x
A ⊗ ρ

x
B, (2.6)
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where {ρx
A}x and {ρx

B}x are sets of pure states, px ∈ [0, 1] and
∑

x px = 1. States that cannot

be expressed in the form of Eq. (2.6) are said to be entangled.

A maximally entangled state of bipartite system AB is defined asΨ+AB B |Ψ
+⟩⟨Ψ+|AB where

|Ψ+⟩AB =
1
√

d

d−1∑
i=0

|ii⟩AB, (2.7)

d = min{|A|, |B|} is the Schmidt-rank of the state Ψ+AB, and {|i⟩}d−1
i=0 forms an orthonormal

set of vectors (kets).

We next discuss two classes of states called isotropic states and Werner states that will be

used later in the thesis.

An isotropic state [94] ρI
AB(p, d) is U ⊗ U∗ invariant for an arbitrary unitary U. For

p ∈ [0, 1], such a state can be written as

ρI
AB(p, d) B pΨ+AB + (1 − p)

1AB − Ψ
+
AB

d2 − 1
(2.8)

where Ψ+AB is a maximally entangled state of Schmidt rank d. An Isotropic state ρI
AB(p, d)

written as in Eq. (2.8)1 is separable iff p ∈ [0, 1/d].

A Werner state [95] ρW
AB(p, d) is U ⊗U invariant for an arbitrary unitary U. For p ∈ [0, 1],

such a state can be written as

ρW
AB(p, d) := p

2
d(d + 1)

Π+AB + (1 − p)
2

d(d − 1)
Π−AB (2.10)

where Π±AB := (I ± FAB)/2 are the projections onto the symmetric and anti-symmetric

sub-spaces of HA and HB. FAB =
∑

i j |i⟩⟨ j|A ⊗ | j⟩⟨i|B is the SWAP operator on A and B. A

1We can also express isotropic states (Eq. (2.8)) as

ρI
AB

(
p(λ), d

)
= λΨ+AB + (1 − λ)

1AB

d2 (2.9)

for p(λ) = [λ(d2 − 1) + 1]/d2 and λ ∈ [−1/(d2 − 1), 1]. We note that λn ≥ 0 for all even n ∈ N. For our

purposes in this thesis, we will be restricting ρI
AB

(
p(λ), d

)
to the case λ ∈ [0, 1] without loss of generality.

We call λ as the visibility of the state ρI
AB

(
p(λ), d

)
.
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Werner state ρW
AB(p, d) written as in Eq. (2.10) is separable iff p ∈ [1/2, 1].

Another important type of state is the classical-quantum state, which we define next.

Definition 4. (Classical-quantum state) The density operator corresponding to a classical

quantum state ρXA can be expressed as

ρXA =
∑

x

px|x⟩⟨x|x ⊗ ρx
A, (2.11)

where {ρx
A}x is a set of quantum states. If A is prepared in a state from the set {ρx

A}x

according to the probability distribution px, then the information of x is stored in the

classical register X. A classical register X is represented by a set of orthogonal quantum

states {|x⟩⟨x|X}x defined on the Hilbert space HX.

2.1.2 Bipartite Entanglement

A fundamental question of interest is to check if a given state is separable or entangled.

For two-qubit states, an entanglement measure is the concurrence [96], which is defined

as

C(ρAB) = max{0, λ1 − λ2 − λ3 − λ4}, (2.12)

where λ1, λ2, λ3, and λ4 are the eigen-values in descending order of the Hermitian matrix

R =
√
√
ρρ̃
√
ρ with ρ̃ = (σy ⊗ σy)ρ∗(σy ⊗ σy) being the spin-flipped state of ρ.

For the two-qubit systems, we have a maximally entangled state as

|Ψ+⟩AB :=
1
√

2

(
|00⟩AB + |11⟩AB

)
. (2.13)

If we perform σA
z on the subsystem A of the state |Ψ+⟩AB, we obtain the state |Ψ−⟩AB :=

1
√

2

(
|00⟩AB − |11⟩AB

)
. Similarly, on performing σA

x and σA
y on the subsystem A of the com-

posite system |Ψ+⟩AB, we obtain |Φ+⟩AB := 1
√

2

(
|01⟩AB+ |10⟩AB

)
and |Φ−⟩AB := 1

√
2

(
|01⟩AB−

|10⟩AB

)
. The states |Ψ±⟩AB and |Φ±⟩AB are known as the Bell states. The Bell states have
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concurrence of one and form an orthonormal basis, called the Bell basis, for a two-qubit

space.

2.1.3 Quantum Channels

We define a quantum channel as follows.

Definition 5. (Quantum channel) A quantum channel MA→B : D(HA) → D(HB) is a

completely positive, and trace-preserving map acting on the space D(HA) of operators

belonging to the Hilbert space HA of the quantum system A. For the input state ρA ∈

D(HA), the output state is given byMA→B(ρA) ∈ D(HB).

A mapMA→B : D(HA)→ D(HB) is a linear, trace-preserving, and completely positive if

it has the following Choi-Kraus decomposition [97, 98]:

MA→B(ρA) =
r−1∑
i=1

KiρAK
†

i ∀ρA ∈ D(HA) (2.14)

where Ki ∈ D(HA,HA) and
∑r−1

i=1 K
†

i Ki = 1A with r need not be larger than dim(HA)

dim(HB).

The Choi-Kraus decomposition presented in Eq. (2.14) may be interpreted in two ways

(see Fig. 2.1). For the first interpretation, consider a quantum state represented by a

density operator ρ and measurements {O j} j are being performed on the state. The proba-

bility of obtaining outcome j from the measurement is given by p j = Tr[O†jO j ρ] and we

have the post-measurement state as (O jρO
†

j)/p j. In a black-box scenario, if an adversary

measures the system and does not inform us of the measurement outcomes, we have the

resulting ensemble as {p j, (O jρO
†

j)/p j} j. The density operator corresponding to this en-

semble is
∑

k O jρO
†

j , which is equivalent to the evolution of ρ via a quantum channel with

the measurement operators as the Kraus operators.

For the second interpretation, consider a joint system in a state ρA⊗|0⟩⟨0|E. Let the system

evolve according to some unitary UAE. After the evolution, let us only have access to the

system A, whose state is given by σA = TrE[UAE(ρA ⊗ |0⟩⟨0|E)U†AE]. This evolution is
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Figure 2.1: In this figure, we depict a quantum channelMA→B taking a quantum system
A to a quantum system B. We can interpret the noise in the quantum channel as (a) the
loss in knowledge of a measurement outcome and (b) due to the unitary interaction with
an environment to which we do not have access.

equivalent to that of a completely positive, trace-preserving map having Kraus operators

{O j ≡ (1A ⊗ ⟨i|E)UAE(1A ⊗ |i⟩E)} j (see [90] for details).

Let us consider a scenario where we are required to determine the evolution of a quantum

state with the output consisting of both classical and quantum systems. Such a scenario

may arise when Alice wants to send both classical and quantum information, and Bob

uses a quantum instrument to decode both kinds of information. Such an evolution with a

hybrid output is given by a quantum instrument, which we will define next.

Definition 6. (Quantum instrument) A quantum instrument I is a (finite) set of completely

positive, trace non-increasing maps {Mx}x such that
∑

xMx is a trace-preserving map.

The action of the quantum instrument on a density operator is a quantum channel with a

classical and quantum output defined as follows.

I(.) B
∑

x

Mx(.) ⊗ |x⟩⟨x|X. (2.15)

The quantum instrument channel defines an operation that stores outcome x in a classical

register X and the corresponding output state. We next define the quantum measurement

channel.
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Definition 7. (Quantum measurement channel) A quantum measurement channelMA′→AX

is a quantum instrument whose action is defined as

MA′→AX(.) :=
∑

x

Ex
A′→A(.) ⊗ |x⟩⟨x|X, (2.16)

where each Ex
A′→A is a completely positive, trace non-increasing map such thatMA′→AX

is a quantum channel and X is a classical register that stores the measurement outcomes.

The qubit Bell measurement channel is an example of a measurement channel, which we

will define next.

Definition 8. (Qubit Bell measurement channel) The qubit Bell measurement with success

probability q is defined as

MA1A2→X(.) := q
4∑

j=1

Tr[Ψ ( j)(.)Ψ ( j)]| j⟩⟨ j|X + (1 − q) Tr[.] ⊗ | ⊥⟩⟨⊥ |X, (2.17)

where {Ψ ( j)
A1A2
}4j=1 denotes projective measurements on the set of maximally entangled

states {Ψ+A1A2
, Ψ−A1A2

, Φ+A1A2
, Φ−A1A2

} and |⊥⟩ ⊥ | j⟩.

Another example of a quantum channel used frequently is the partial trace channel, of-

ten called the partial trace. Physically, it corresponds to discarding a part of a quantum

system. Given a quantum state ρAB, the partial trace over the subsystem A is a channel

denoted by TrA and is defined as

TrA(ρAB) B
dA−1∑
j=0

(⟨ j|A ⊗ 1B)ρAB(| j⟩A ⊗ 1B). (2.18)

Similarly, the partial trace over the subsystem B is a channel denoted by TrB and is defined

as

TrB(ρAB) B
dB−1∑
j=0

(1A ⊗ ⟨ j|B)ρAB(1A ⊗ | j⟩B). (2.19)

In this thesis, we write ρA ≡ TrB(ρAB) and ρB ≡ TrA(ρAB) to denote states at the output of



2.2 Graph Theory 37

the partial trace channels over subsystems B and A respectively.

2.2 Graph Theory

This section presents a brief introduction to graph theory relevant to what is needed for

this thesis. We will be working only with undirected graphs. For a more detailed intro-

duction, please refer [99]. We define a graph in the following way.

Definition 9. (Graph [99]) A graph G is a triple containing a vertex set V, an edge set E,

and a relation that associates with each edge two vertices (not necessarily distinct) called

its end-points.

We consider networks represented as graph G(V,E) classified as weighted and undirected.

We denote |V| as Nv and |E| as Ne, where |X| denotes the size of the set X. The vertices

of the graph G are denoted as vi ∈ V and the edges connecting the nodes {vi, v j} ∈ V as

ei j ∈ E. A network’s nodes, edges, and weights may in general, change with time (see

Appendix A.7 for details).

Given a graph G(V,E), a walk from vi to v j denoted by vi ↔ v j is a finite sequence

W = (vi, ei1, v1, e12, v2, ..., vk−1, ek−1 j, v j) of vertices vl ∈ V and edges elm ∈ E such that

(vi, v1) ∈ ei1, (v1, v2) ∈ e12,...,(vk−1, v j) ∈ ek−1 j. A walk between a pair of nodes has the

following properties:

1. vi ↔ vi ∀vi ∈ V =⇒ W = (vi).

2. From vi ↔ v j, we obtain v j ↔ vi by reversing the walk.

3. If vi ↔ v j and v j ↔ vk then vi ↔ vk is obtained by concatinating walks from vi to

v j and v j to vk.

A walk between vi and v j where all the intermediate vertices and edges are distinct is

called a path between the pair of vertices. We denote the path connecting two distant

nodes vi and vk as P(vi, vk) having length len(P). The shortest network path between vi
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and vk is denoted as dist(vi, vk). The shortest path length between the most distant nodes

of a graph is called the graph’s diameter.

A value wi j ∈ R assigned to an edge ei j of the graph is called the edge weight. The graph

G together with wi j is called a weighted graph. A graph where the edges do not have

a direction is called an undirected graph. The edges of an undirected graph indicate a

bidirectional relationship where each edge can be traversed from both directions.

For the graph G(V,E), let us partition the set of vertices V as

[v] B {v j ∈ V : v j ↔ v} (2.20)

denoting the set of all vertices connected to v via a walk. Let us denote the set of edges

connecting the vertices in [v] as E[v]; it then follows that E[v] ⊆ E ∀v ∈ V. The graph

Gsg B G(Vsg,Esg) = ([v],E[v]) is a subgraph of G. We next define a subgraph.

Definition 10. (Subgraph [99]) A subgraph of a graph G is a graph Gsg such thatV(Gsg) ⊆

V(G) and E(Gsg) ⊆ E(G) and the assignment of the end-points to edges in Gsg is the same

as in G. We denote a subgraph Gsg of the graph G as Gsg ⊆ G.

We next define a special type of graph called a tree graph that will be used later in the

thesis.

Definition 11. (Tree [99]) A graph that does not have a cycle is acyclic. A tree is a

connected acyclic graph. A leaf node in a tree is a vertex of degree 1.

We next present some properties of tree graphs,

• Every tree with at least two vertices has at least two leaf nodes.

• Deleting a leaf node from a tree with n vertices produces a tree with n − 1 vertices.

• For any pair of vertices {vi, v j} in a tree, there is exactly one path connecting them.

Tree graph structures are often used to store and organize data in memories. We next

present a particular kind of data storage structure called the max-heap data structure that

will be later used in the thesis.
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Definition 12. (Max-heap data structure [100]) A max heap is a tree-based data structure

that satisfies the following heap property: for any given node Y, if X is a parent of Y, X’s

key (the value) is greater than or equal to the key of Y.

In Fig. 2.2, we present the tree and array representations of a max heap data structure with

9 nodes.

Figure 2.2: In this figure, we present the tree and array representations of a max-heap
data structure with nine nodes. The tree representation shows the nodes in circles with
the node values written inside them. In the array representation, the nodes are stored in
continuous memory allocations (shown in green boxes numbered 0 to 9). The relation
between the nodes is shown using arrows. We see that it satisfies the heap property: the
value (or key) of a parent is always greater than its children.
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CHAPTER 3

GRAPH THEORETIC ANALYSIS OF NETWORKS

"Graphs stand or fall by their

choice of nodes and edges."

– Watts & Strogatz

This chapter is entirely based on [2], a joint work with Meghana Ayyala Somayajula,

Karol Horodecki, and Siddhartha Das.
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The quantum Internet [40–42] is an interconnected network of users enabled to perform

desired quantum information processing [101,102] and computing tasks [103,104] among

them. As the quantum Internet grows in scale spanning vast distances, ensuring its robust-

ness against disruptions becomes important.

Random failures of nodes and communication links, whether due to physical imperfec-

tions or adversarial attacks [59], can severely hinder the network’s performance, poten-

tially isolating certain regions or even rendering it inoperable. This motivates analyzing

the resilience of networks to failures, identifying critical components of the network and

observing limitations on performing different tasks over the network.

Motivated by the power of abstraction of graph theory [99, 105, 106], we employ graph-

theoretic quantifiers to evaluate network robustness and identify nodes that are crucial to

its overall functioning. We present a graph-theoretic framework for quantum networks,

presenting a theorem that outlines conditions for which there is no percolation [107–109]

for a class of tasks performed over lattice networks (sufficiently large graphs). Addition-

ally, we present algorithms for implementing different network tasks.

3.1 Graph theoretic framework of networks

Let us consider networks represented as graph G(V,E) classified as weighted and undi-

rected. A graph is a mathematical structure that is used to define pairwise relations be-

tween objects called nodes. The set of nodes, also called vertices is denoted by V and E

denotes the set of edges which are pairs of nodes of the graph that connect the vertices.

We denote |V| as Nv and |E| as Ne, where |X| denotes the size of the set X. The vertices

of the graph G are denoted as vi ∈ V and the edges connecting the nodes {vi, v j} ∈ V

as ei j ∈ E. We denote the path connecting two distant nodes vi and vk as P(vi, vk) hav-

ing length len(P). The shortest shortest network path between vi and vk is denoted as

dist(vi, vk). The shortest path length between the most distant nodes of a graph is called

the diameter of the graph. A value wi j ∈ R assigned to an edge ei j of the graph is called

the edge weight. The graph G together with wi j is called a weighted graph. A graph
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where the edges do not have a direction is called an undirected graph. The edges of an

undirected graph indicate a bidirectional relationship where each edge can be traversed

from both directions.

In general, the nodes, edges, and edge weights of a network can change with time (see

Appendix A.7 for details). In this work, we will deal with undirected, weighted graphs

depicting networks for communication tasks among multiple users. The edges in the

graph are representative of links in the corresponding network, where links between nodes

are formed due to quantum channels (or gates) over which resources are being transmitted

between connected nodes. We denote labelled graphs as G(V,E,L) where L denotes the

set of labels associated with the vertices and edges of the graph.

We denote the nodes of the graph that are present between the end nodes when traversing

along a path from one end node to another as the virtual nodes associated with the path.

While analysing the network for different tasks, it may be possible that all the virtual

nodes of the network are secure and cooperate in the execution of the task. We call this

the cooperating strategy. It may also be possible that some virtual nodes of the network

may be compromised and are not available for the task. We call this the non-cooperating

strategy. We next define the weights for the edges of a network performing different tasks.

Definition 13. Let a network depicted by an undirected, weighted graph G(V,E), where

vi ∈ V for i ∈ [Nv], be given by N(G(V,E)). The success probability of transmitting a

desirable resource χ between any two different nodes vi, v j (i.e., when i , j) connected

with edge ei j is given by pi j; we assume pii = 1 for an edge eii connecting a node vi with

itself. The weight w(ei j) for each edge ei j is given by − log pi j. We define an effective

weight w∗(ei j) of an edge ei j over which the resource χ is transmitted between vi to v j for

a particular information processing task (Task∗) as, for all i, j ∈ [Nv]

w∗(ei j) B


− log pi j if pi j ≥ p∗,

∞ otherwise,
(3.1)

where p∗ is the critical probability below which the desired information processing task

Task∗ fails. Since G(V,E) is undirected, we have pi j = p ji, w(ei j) = w(e ji), w∗(ei j) =
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w∗(e ji).

Observation 1. The weight w(ei j) for an edge is path-dependent and additive across con-

necting edges. If a resource χ is being transmitted between nodes vi and vl by traversing

the virtual nodes v j and vk in an order vi → v j → vk → vl, i.e., through a connecting path

ei j → e jk → ekl, then the weight w(ei→ j→k→l) = w(ei j) + w(e jk) + w(ekl) = − log pi j p jk pkl.

The effective weight w∗(ei j) is also path-dependent. The effective weight w∗(ei→ j→k→l) =

w∗(ei j) + w∗(e jk) + w∗(ekl) = − log pi j p jk pkl if pi j p jk pkl ≥ p∗, else w∗(ei→ j→k→l) = ∞. If

any of the pi j, p jk, pkl is strictly less than p∗ then pi j p jk pkl < p∗. To maximize the success

probability of transmitting the resource χ between any two nodes of the network, it is

desirable to select the path between these two nodes that has the minimum weight.

The critical success probability for performing Task∗ over a network limits its diameter.

This motivates the following definition of critically large networks for Task∗.

Definition 14 (Critically large network). We define a network Ncrit(G(V,E)) as critically

large network for Task∗ if

∀ei j∈E pi j ≤ c, where c ∈ (0, 1), (3.2)

and it contains at least two vertices x0, y0 ∈ V which are at distance

dist(x0, y0) ≥
⌈
log p∗
log c

⌉
+ 1, (3.3)

where p∗ is the critical probability for successful transmission of resource χ (Defini-

tion 13).

In the following proposition we show that there are at least two vertices in critically large

network that cannot perform Task∗ over all paths of length larger or equal to the distance

between the vertices.

Proposition 1. Assume that it is possible to perform Task∗ between any two distinct nodes

vi, v j of the network Ncrit(G(V,E)) if and only if nodes vi, v j can share resource χ over the
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network path P(vi, v j) having success probability s(P(vi, v j)) ≥ p∗ > 0. Then

∃n0∈N ∀{vi,v j}∈V

[
dist(vi, v j) ≥ n0

⇒ ∀P(vi,v j) s(P(vi, v j)) < p∗
]
. (3.4)

In other words, there will be at least two vertices in this network, that cannot share re-

source χ by Task∗.

Proof. We begin with an observation that the success probability of sharing a resource

between vertices {vi, v j} along the path P(vi, v j) is given by s(P(vi, v j)) B pik...pm j. The

vertices vi and v j cannot share a resource along the path P(vi, v j) if s(P(vi, v j)) < p∗.

Let us choose n0 such that cn0 < p∗. Consider now any two vertices vi and v j be such that

dist(vi, v j) > n0 (the set of such vertices is non-empty since dist(x0, y0) > n0 by assump-

tion in Eq. (3.3)). Then any path P(vi, v j) has length l ≥ dist(vi, v j). The success proba-

bility of sharing resource along the path P(vi, v j) is given by s(P(vi, v j)) = pik pkl...pm j ≤

(max{pik, pkl, ..., pm j})l ≤ cl ≤ cn0 < p∗. Thus for any {vi, v j} at distance ≥ n0, there does

not exist a path P(vi, v j) with s(P(vi, v j)) ≥ p∗. □

Consider a d-dimensional lattice Glat(V,E) having |V| → ∞. The vertex set V is defined

as the set of elements of Rd with integer coordinates. Let us denote Gsg(Vsg,Esg) as a

finite subgraph of G(V,E) from which the entire graph can be constructed by repetition

and

∃Nsg≪|V | : ∀v j∈Vsg degree(v j) ≤ Nsg. (3.5)

A percolation configuration ωp = (ωi j : ei j ∈ E) on the graph G(V,E) is an element of

{0, 1}|E|. If ωi j = 1, the edge is called open, else closed. If a node vi ∈ V fails, all the edges

ei j ∈ E connected to vi will be disconnected and for such edges ωi j = 0. A configuration

ωp is a subgraph of G(V,E) with vertex set V and edge-set Ep B {ei j ∈ E : ωi j = 1}

(cf. [107]). For performing Task∗ over lattice network, we next present a theorem that

describes conditions for which there is no percolation in a lattice network.
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Theorem 1. Let us consider performing Task∗ (Definition 13) over the lattice Glat(V,E)

where each edge is open with probability pi j and 0 < p∗ ≤ pi j < 1. Then the network

arising among nodes from this task does not form a percolation configuration, i.e., a

connected component of length Nc such that Nc/|V| > 0.

The above theorem follows from the facts that there are periodic repetitions of the finite

subgraph Gsg(Vsg,Esg) in Glat(V,E) and there exists at least two subgraphs whose distance

is greater than critical threshold for inter-subgraph nodes to remain connected for Task∗

with some desirable probability (see Proposition 1). See also [108, Page 20] for discussion

on 1-dimensional lattice and condition for percolation [110] to exist. Theorem 1 implies

limitations on the scalability of quantum communication (see Observation 2) and DI-QKD

(see Example 4) over networks.

Let us next define the adjacency matrix and the effective success matrix of a network in

terms of the success probability of transmitting a desirable resource χ between two nodes

of the network.

Definition 15. Consider a network N(G(V,E)) with |V| = Nv and w(ei j)i, j. The adjacency

matrix A of the network is a Nv × Nv matrix such that for all i, j ∈ [Nv] we have

[A]i j = w(ei j), (3.6)

and the effective adjacency matrix A∗ of the network is given by

[A∗]i j = w∗(ei j). (3.7)

The effective success matrix of any network N(G(V,E)) for the transmission of a desirable

resource χ (associated with Task∗) between its nodes is an Nv × Nv matrix ℧∗ such that

for all i, j ∈ [Nv] we have

[℧∗]i j B


pmax

i j if pmax
i j ≥ p∗ for i , j,

0 otherwise,
(3.8)
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Figure 3.1: A partially connected mesh network with 4 nodes. In this network, the edge
weights denote the success probability of transmitting χ between the end nodes for per-
forming Task∗. It is preferable to use a cooperative strategy v1 → v3 → v2 over a non-
cooperative strategy v1 → v2 as it has a higher success probability.

where pmax
i j is the maximum success probability of transmitting the desirable resource χ

between nodes vi and v j over all possible paths between the two nodes.

The elements [℧∗]i j of the success matrix provide the highest probability with which χ

can be shared between the nodes vi and v j thus corresponds to the path having minimum

cumulative effective weight. Let us consider a graph of diameter 2 as shown in Fig. 3.1.

The success probability of transmitting χ between v1 and v2 via non-cooperative strategy

over the edge e12 is 0.198 while that via cooperative strategy over the path e1→3→2 is

0.5417. We thus observe that the success probability of transferring χ between nodes

v1 and v2 via a non-cooperating strategy leads to a lower success probability p1→2 as

compared to that via a cooperative strategy p1→3→2.

Note 1. Henceforth, we will be dealing with communication over networks where the

success probability of transmitting resources from a node a to node c via node b is less

than or equal to the multiplication of the success probability of resource transmission

from a to b and b to c.

In analysing networks represented as graphs, it is important to analyze the robustness of

the network for different information-processing tasks. In recent works, the robustness
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has been studied in the context of removal of network nodes [111] and has been mod-

elled as a percolation process on networks [4, 112, 113] represented as graphs. In these

studies, the vertices are considered present if the nodes connecting them are functioning

normally. In the following section, taking motivations from degree centrality [114], be-

tweenness centrality [115] and Gini index [116] of network graphs, we present figures

of merit to compare the robustness of network topologies. We then compare different

network topologies based on these measures.

3.2 Robustness measure for networks

Networks that have a large number of edges are more tolerant to non-functioning nodes

and edges as compared to those with fewer edges. Taking motivation from the degree cen-

trality of a graph [114], we define the link sparsity of a network to assess the performance

of a network.

Definition 16. Consider a network N(G(V,E)) having the effective success matrix as ℧∗.

Let the total number of entries and the number of non-zero entries in ℧∗ be m and m∗

respectively. The link sparsity of such a network is given by

Υ(N) = 1 −
m∗
m
. (3.9)

Typically it is desirable for the network to have low values of link sparsity. The net-

works represented as graphs can exist in different topologies and have the same number

of nodes, edges and also the same weighted edge connectivity. These networks are said

to be isomorphic to one another.

Definition 17. (Graph isomorphism [99]) The graphs G(V,E,L) and G′(V′,E′,L′) are

isomorphic iff there exists a bijective function f : V→ V′ such that:

1. ∀u ∈ V, l ∈ L, l′ ∈ L′, l(u) = l′( f (u))

2. ∀u, v ∈ V, (u, v) ∈ E↔ ( f (u), f (v)) ∈ E′
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3. ∀(u, v) ∈ E, l ∈ L, l′ ∈ L′, l(u, v) = l′( f (u), f (v))

It follows from Eq. (3.9) that isomorphic networks have the same value of link sparsity.

Networks having the same value of link sparsity can differ in the distribution of edge

weights. Taking motivation from the betweenness centrality of a graph [115], we define

the connection strength of the nodes in the network and the total connection strength of

the network.

Definition 18. Consider a network N(G(V,E)) with |V| = Nv having the adjacency matrix

and the effective success matrix as A∗ and ℧∗. The connection strength of a node vi in the

network N is given by

ζi(N) B


(∑

j
j,i

2−[A∗]i j

)
/Nv non-cooperative,(∑

j
j,i

[℧∗]i j

)
/Nv cooperative.

(3.10)

The total connection strength of the network N in the (non-)cooperative strategy is ob-

tained by adding the connection strengths of the individual nodes and is given by

Γ(N) =
∑

j

ζ j(N). (3.11)

In the following subsection, we compare the robustness measures for different network

topologies.

3.2.1 Comparison of the robustness of network topologies

The topology of a network is defined as the arrangement of nodes and edges in the net-

work. The information processing task that the network is performing decides the topol-

ogy of the network. Two of the most commonly used network topologies are the star and

mesh topologies.

A star network topology [117] of n nodes is a level 1 tree with 1 root node and n − 1 leaf

nodes. A star network with 8 nodes is shown in Fig. 3.2. The root node labelled 1 is the
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Figure 3.2: In this figure, we present a star network with 8 nodes. The node v1 is the hub
and nodes v2 to v8 are the outer nodes. The functioning of the hub node is critical to the
functioning of the network.

hub node and acts as a junction connecting the different leaf nodes labelled 2 to 8. Among

all network topologies, this network typically requires the minimum number of hops for

connecting two nodes that do not share an edge between them. The working of the hub is

most critical to the functioning of the star network. The failure of a leaf node or an edge

connecting a leaf node to the root does not affect the rest of the network. As an example of

its use, this type of network finds application as a router or a switch connecting a ground

station to different locations in an entanglement distribution protocol. In such a protocol,

an adversary can attack the root node to prevent the proper functioning of the network. If

the root node fails to operate, all leaf nodes connected to it become disconnected.

In a mesh network topology [118], each node in the network shares an edge with one

or more nodes, as can be seen from Fig. 3.3a and 3.3b. There are two types of mesh

topologies depending on the number of edges connected to each node. A mesh is called

fully connected if each node shares an edge with every other node of the network, as

shown in Fig. 3.3a. A mesh is called partially connected if it is not fully connected, as

shown in Fig. 3.3b. A mesh where each node shares an edge with only one other node of

the network is called a linear network.

In a partially or fully connected mesh, the presence of multiple paths between two nodes
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(a) Fully connected mesh with 8 nodes (b) A partially connected mesh with 8 nodes.

Figure 3.3: In this figure, we present (a) fully connected and (b) partially connected mesh
networks with 8 nodes. In a fully connected mesh network, there are edges between every
pair of nodes. The presence of multiple paths between two nodes of the mesh network
makes it more robust as compared to a star network with the same number of nodes.

of the network makes it robust. As an example of its use, a mesh network can be used for

a satellite-based entanglement distribution, which we discuss in detail in a later section.

Let us consider a mesh network Nm(Gm(V,E)) of diameter d with |V| = Nv and for

(vi, v j) ∈ E, pi j = p. Let there be a non-cooperating strategy for sharing resources be-

tween the nodes of the network. For such a strategy, the rows of the adjacency matrix

of the network have Nz number of zero entries where 0 ≤ Nz ≤ Nv − 1. Next, let there

also exist a cooperating strategy for sharing resources between the nodes of this network.

For such a strategy, the node vi of the network does not share an edge with N′z number

of nodes where 0 ≤ N′z ≤ Nz ≤ Nv − 1. From the remaining nodes, there exists edges

between vi and (Nv − N′z − 1)/d number of nodes with pi j = p j where 1 ≤ j ≤ d. For such

a network, we have the link sparsity as

Υ(Nm) B


(Nz + 1)/Nv non-cooperating,

(N′z + 1)/Nv cooperating.
(3.12)

The connection strength of the node vi is given by

ζi(Nm) B


[
1 + p(Nv − Nz)

]
/Nv non-cooperating,[

1 + p(pd−1)(Nv−N′z−1)
d(p−1)

]
/Nv cooperating.

(3.13)
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The total connection strength of the network is given by Γ(Nm) = Nv × ζi(Nm). It can

be seen that for this network the sparsity index Ξ(Nm) (see Eq. (A.7)) is the same as the

connection strength of the node. This follows from the equal distribution of the weights

in the network.

Next consider a star network Ns(Gs(V,E)) with |V| = Nv and for (vi, v j) ∈ E we have

pi j B


p if i = 1 and p ≥ p∗,

0 otherwise.
(3.14)

The link sparsity of such a network is Υ(Ns) = 1− (1/Nv) for the cooperative strategy and

Υ(Ns) = 1 − [(3Nv − 2)/N2
v ] for the non-cooperative strategy. The connection strength of

the root node is ζi(Ns) = (1 + p(Nv − 1))/Nv, while for the leaf nodes is

ζi(Ns) B


(1 + p)/Nv non-cooperative,

[1 + p + p2(Nv − 2)]/Nv cooperative.
(3.15)

The sparsity index (see Eq. (A.7)) of the network is

Ξ(Ns) B



[
N2

v + p(N2
v

+NV − 2)
]
/N3

v non-cooperative,[
N2

v + p(Nv − 1)(Nv + 2)

+p2(Nv − 2)(Nv − 1)

(Nv + 1)
]
/N3

v cooperative.

(3.16)

As another example, consider a network N(G(V,E)) having |V | = Nv number of nodes,

and each node shares an edge with d other nodes. The effective adjacency matrix A∗ of

such a network is a circulant matrix. Let the success probability of transferring a resource
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between the node 1 and the node n be given by,

p1n B



pn if n ≤ d/2 and d = even,

pd−n+1 if n > d/2 and d = even,

pn if n ≤ (d + 1)/2 and d = odd,

pd−n+1 if n > (d + 1)/2 and d = odd.

(3.17)

The first row of the adjacency matrix is formed by calculating the weights w∗(e1n) =

− log p1n. The kth row is formed by taking the cyclic permutation of the first row with an

offset equal to k. In the non-cooperative strategy, the link sparsity of the network is then

given by

Υ(N) = 1 −
(d + 1

Nv

)
, (3.18)

and the connection strength of the node vi is given by

ζi(N) B


(1+p)(p(d+1)/2−1)

Nv(p−1) if d is odd,

1
Nv

[
1 + 2p(pd/2−1)

(p−1)

]
if d is even.

(3.19)

In the following subsection, we introduce measures for identifying the critical nodes of a

given network.

3.2.2 Critical nodes in a network

The critical nodes of a network are the nodes that are vital for the proper functioning of

the network. Removing any of these nodes can lead to some of the other nodes in the

network being disconnected. Given a network N(G), we proceed to define a measure for

the criticality of the nodes in G. For this, at first, taking motivation from [119], we define

the clustering coefficient for the nodes of a given network.

Definition 19. For a network N(G), let Gi(Vi,Ei) be a sub-graph of G formed by the

neighbours of node vi ∈ V. Let ni = |Vi| be the number of nodes present in Gi and ei = |Ei|

be the number of edges present in Gi with pi j ≥ p∗. The clustering coefficient of the node
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vi is defined as

Ci =
2 ei

ni(ni − 1)
. (3.20)

The average clustering coefficient of a network is calculated by taking the average of Ci

for all the nodes of the network. We next proceed to define the average effective weight

of a network using Eq. (3.1).

Definition 20. For a network N(G), the average effective weight of a network denoted by

w̃∗ is defined as the mean of the effective weight between all the node pairs in the network

and is expressed as

w̃∗(G) =
1

n(n − 1)

∑
vi,v j∈V

i, j

w∗(ei→...→ j), (3.21)

where w∗(ei→...→ j) is the effective weight associated with the path connecting the nodes vi

and v j.

When two nodes (vi, v j) are disconnected, the effective weight w∗(ei→...→ j) becomes infi-

nite. Small values of w̃∗(G) indicate that the network performs the task with high effi-

ciency.

Taking motivation from [115], we define centrality for the nodes of a given network.

Then, using definitions of centrality, average effective weight and clustering coefficient,

we define the critical parameter for the nodes of a given network.

Definition 21. For a network N(G), let us denote the shortest path connecting the node

pairs (vi, v j) ∈ G as di j ∈ D. We define the centrality τi of the node vi as the number of

paths belonging to the set D in which the node vi appears as a virtual node. The critical

parameter associated with the node vi is defined as

νi =
τi

Ciw̃∗(Gi)
. (3.22)

The critical nodes of a graph have high values of ν. These nodes of the network are

essential for the proper functioning of the network. If one of these nodes is removed, it
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Figure 3.4: A network represented by a weighted graph with 8 nodes and 12 edges. Node
v6 (shown in yellow) is the most critical node followed by nodes v2 and v5 (shown in
orange). These nodes are the most critical for the proper functioning of the network.

will lead to a decrease in the overall efficiency of the network. We present a heuristic

algorithm in Sec. 3.4.3 to obtain the critical parameter νi for the node vi ∈ V of the

network N(G(V,E)).

Example 1. Let us obtain the critical nodes of the graph with 8 nodes shown in Fig. 3.4.

We present the critical parameter for the different nodes of the network in the table below.

node number (i) νi node number (i) νi

v1 0.1714 v5 1.5238

v2 1.6667 v6 2.5714

v3 0.7619 v7 0.1714

v4 0.9523 v8 0.5714

We observe that node v6 is the most critical followed by node v2 and node v5. We label

these nodes as the critical nodes of the network.

The following section compares the robustness of different currently available quantum

processor networks.
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Name Layout Fidelity Qubits T1

Sycamore
(Google)

[39]

square
lattice

96.9% (RO)
99.85% (1Q)
99.64% (2Q)

54 15 µs

Eagle
(IBM)

[37, 120]

heavy
hexagonal

99.96% (RO)
99.99% (1Q)
99.94% (2Q)

127 95.57 µs

Aspen-M-2
(Rigetti)

[38]
octagonal

97.7% (RO)
99.8% (1Q)
90% (2Q)

80 30.9 µs

Table 3.1: The performance details of different quantum processors. In the above table,
the second column provides the arrangement of the qubits in the processor. The third
column provides the 1 qubit (1Q), 2 qubits (2Q), and the readout (RO) fidelity of the
processors. The fourth column provides the total number of qubits in the processor, and
the fifth column provides the thermal relaxation time (T1) of the qubits of the processor.

3.3 Robustness of Quantum Processors

The currently available quantum processors (QPUs) use different technologies to imple-

ment the physical processor. The processors of IonQ and Honeywell utilize a trapped

ion-based architecture, while IBM, Rigetti, and Google have a superconducting architec-

ture. The superconducting architecture requires physical links between qubits that are to

be entangled, while the trapped ion-based architecture does not have any topological con-

straint. In this section, we model the different quantum processor architectures as graphi-

cal networks (see Table 3.1) and present the robustness measures (defined in Sec. 3.2) for

such networks.

We consider different qubit quantum processor network architectures in square, heavy-

hexagonal and octagonal layouts. The link sparsities of each unit cell1 for these different

1Unit cell is the smallest group of processor qubits which has the overall symmetry of the processor, and
from which the entire processor can be constructed by repetition.
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Figure 3.5: In this figure, we consider three processor designs by (a) Rigetti [38] (oc-
tagonal lattice), (b) Google [39] (square lattice), and (c) IBM [37, 120] (heavy-hexagonal
lattice) as quantum networks and plot the connection strength of the nodes (see Eq. (3.10))
as a function of success probability of edge. It is assumed that the network have uniform
distribution of edge success probability. (Color online)

network layouts are given by

Υ(N) B


1 −
(16

64

)
≈ 0.75 octagonal,

1 −
( 8

16

)
≈ 0.5 square,

1 −
( 24

144

)
≈ 0.833 heavy hexagonal.

(3.23)

We observe that the square structure has the lowest link sparsity, followed by octagonal

and heavy hexagonal structures. Next, let the edges present in these network layouts have

success probability p.

The connection strength of the ith node in the unit cell of octagonal, heavy hexagonal and

square network for a non-cooperative strategy is given by

Γ(N) B


p/4 octagonal,

p/2 square,

p/6 heavy hexagonal.

(3.24)

We plot in Fig. 3.5 the connection strength of the ith node for different values of the

success probability of edge. We observe that the connection strength for a given success
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Figure 3.6: A slice of a quantum processor model based on heavy-hexagonal structure
discussed in [121]. The link sparsity of the unit cells in the network is 0.833, and the
critical nodes of the network slice are shown in green and violet.

Figure 3.7: A 4 × 4 slice of a 1024 node quantum processor architecture based on square
structure. The total network layout is represented as a 32× 32 lattice. The link sparsity of
the network is 0.9962, and the critical nodes of the network slice are shown in yellow.

probability of edge is highest for square networks, followed by octagonal and heavy-

hexagonal networks.

We propose a 1024-node square lattice-based quantum processor network architecture

represented as a 32 × 32 lattice. We show in Fig. 3.7 a 4 × 4 slice of the lattice as a

representation of the entire quantum processor. The link sparsity of the 1024 node square

network is 0.9962. The nodes shown in yellow in Fig. 3.7 are identified as critical nodes.

We observe in Fig. 3.7 that there are three types of nodes in the network based on the

number of edges that are connected to the node. We call a node a corner node, edge node,

and inner node if it shares an edge with two, three, and four other nodes, respectively. The



3.4 Algorithms 59

connection strength of these three types of nodes is given by

ζi(N) B


p/256 inner node,

3p/1024 boundary node,

p/512 corner node.

(3.25)

In the following section, we present algorithms for implementing different network-related

tasks.

3.4 Algorithms

In Sec. 3.4.1, we provide an algorithm to find the shortest path between a pair of end

nodes. We then provide an algorithm in Sec. 3.4.2 to constrict a network architecture for

sharing resources between two parties, each having multiple nodes. Then in Sec. 3.4.3,

we provide an algorithm to obtain the critical parameter for the nodes of a given network.

In Sec. 3.4.4, we provide an algorithm to optimize the flow of resources at a node having

multiple input and output channels.

3.4.1 Shortest path between a pair of nodes

For performing Task∗ with maximum success probability, it is desirable to transmit re-

source χ between any two nodes via the shortest network path connecting them. Recent

works have considered different network topologies [122–124] and limitations on current

and near-term hardware [125–127] for routing resources over quantum networks. For a

given network N represented as a graph G, we consider here the task of finding the path

between two given nodes in G that have the lowest effective weight for routing resources

between them [122]. We call a path connecting two nodes in the network and having

the lowest effective weight as the shortest path between them. Finding the shortest path

between two nodes of a network is important as longer paths are more vulnerable to node

and edge failures. To find the shortest path between two nodes, we use Dijkstra’s algo-
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rithm [128, 129] suited to our network framework. In Algorithm 1, the shortest spanning

tree is generated with the source node as the root node. Then the nodes in the tree are

stored in one set and the other set stores the nodes that are not yet included in the tree.

In every step of the algorithm, a node is obtained that is not included in the second set

defined above and has a minimum distance from the source. To obtain the shortest path

Algorithm 1 Obtaining the shortest spanning tree with source node as root
1: function SPANTREE(G, S , target)
2: Initialize:

pq← empty min priority queue
dist← ∅
pred← ∅

3: for every node in G do
4: if node = S then
5: pq[node]← 0
6: else
7: pq[node]← infinite
8: for every node and minDist in pq do
9: dist[node]← minDist

10: if node = target then
11: break
12: for every neigh of node do
13: if neigh ∈ pq then
14: score← dist[node] + G[node, neigh][weight]
15: if score < pq[neigh] then
16: pq[neigh]← score
17: pred[neigh]← node

return dist, pred

between any two nodes of a given graph, we apply Algorithm 2. Algorithm 2 returns a

path only iff the weight associated with the network path between the source and target

nodes is at most equal to the critical weight wcrit(= − log p∗), p∗ being the critical success

probability for Task∗.

Example 2. Let us consider a weighted graph with 8 nodes as shown in Fig. 3.8. A

physical interpretation can be to consider the transfer of quantum states from node vi to

node v j via quantum channels denoted by the edges. The edge weight between the nodes

vi and v j is given by − log pi j where pi j is the success probability of sharing the resource

between these two nodes. The shortest path connecting the nodes would then provide the
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Algorithm 2 Obtaining the shortest network path between the source and target nodes in
a graph for end nodes to perform Task∗ by sharing χ.

1: Initialize:
source← starting node
target← target node
flag← 0
p∗ ← success probability for Task∗

2: G← the given graph
3: [dist, pred]← DIJKSTRA(G, source, target)
4: end← target
5: path← [end]
6: while (end , source) AND (flag ≤ − log p∗) do
7: end = pred[end]
8: now = path[end]
9: path.append(end)

10: next = path[end]
11: flag← flag + weight(G.edge(next,now))
12: if path[end] = source then
13: disp(path)
14: else
15: disp(disconnected nodes)

Figure 3.8: A network represented by a weighted graph with 8 nodes. Multiple pairs
of nodes can share resources using this network. As an example, nodes (8, 6) can share
resource via the path 8 ↔ 1 ↔ 3 ↔ 6 (shown in blue), then nodes (7, 4) can share
resource via the path 7↔ 2↔ 4 (shown in red). (Color online)
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highest success probability for the task. If we consider the source as node v8 and the

target as node v6, then the algorithm returns the shortest path as v8 ↔ v1 ↔ v3 ↔ v6.

It may be desirable for another node say v7 to share a resource with node v4 using the

same network. The node v7 and v4 can share resources via the path v7 ↔ v2 ↔ v4 without

involving the virtual nodes in the shortest path between (v8, v6). We observe that multiple

pairs of nodes can share resources using this network.

In the following subsection, we present an algorithm to construct a network for sharing

resources between two parties each having multiple nodes.

3.4.2 Network Construction

Let two parties Alice (denoted by A) and Bob (denoted by B) require to share a resource

using a mesh network. We assume that A and B have nA and nB number of nodes respec-

tively. We introduce Algorithm 3 to obtain the structure of the mesh that ensures there

exist distinct paths between nodes of A and B. In Algorithm 3, we impose the constraints

that (a) at a time all nodes of A shall be connected to distinct nodes of B via the shortest

available path with unique virtual nodes and (b) there exists a path between every nodes

of A and B.

Algorithm 3 Network construction algorithm
1: function NETWORK(nA, nB)
2: Initialize:

count← nA + nB

g← complete graph (no. of nodes: count)
g[weight]← mesh edge weights
wt← local edge weights

3: for every node vi of A do
4: add g.node(vi)
5: add g.edge(vi, g[node=count], weight = wt[count])
6: count← count - 1
7: for every node v j of B do
8: add g.node(v j)
9: add g.edge(vi, g[node=count], weight = wt[count])

10: count← count - 1
return g
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Figure 3.9: A 4 node network (shown in yellow) constructed using Algorithm 3 for con-
necting the hubs A and B. The hubs A and B each have two nodes and are shown in orange
and blue respectively. (Color online)

Example 3. Consider two geographically separated companies A and B requiring to con-

nect to each other via a mesh network. We call the headquarters of the companies as hubs.

In Fig. 3.9 we show the hubs of A and B in blue and orange respectively. Using Algo-

rithm 3 we obtain the network topology for which there exists distinct paths for possible

pairs of (ai, b j) where ai ∈ A and b j ∈ B.

3.4.3 Critical nodes in a network

The critical nodes of the network are essential for the proper functioning of the network.

If one of these nodes is removed, it will lead to a decrease in the overall performance ef-

ficiency of the network. We present heuristic Algorithm 4 to obtain the critical parameter

νi for the network node vi ∈ V of the network N(G(V,E)) using Eq. (3.22).

Algorithm 4 Finding the critical parameter νi for node vi ∈ V of the network N(G(V,E))
1: G← the given graph
2: for every node in G do
3: Ci ← clustering coeff using Eq. (3.20)
4: w̄∗(G)← avg cost using Eq. (3.21)
5: τi ← centrality of the node
6: νi ← τi/Ci w̄∗(G)
7: critPar[node]← νi
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In the following subsection, we present an algorithm for optimizing resource flow at a

node with multiple input and output channels.

3.4.4 Resource allocation at a node

The ground stations in the satellite-based network presented in Sec. 4.4 share an entan-

glement buffer [130] to store the incoming quantum states from the satellite network.

The stored states are later distributed via different output channels to neighbouring nodes

based on traffic requests. We present Algorithm 5 for the optimal flow of states at a

node with multiple input (producer(thread)) and output channels (consumer(thread)). Al-

Algorithm 5 Resource allocation at a node
Initialize:

buffSize← size of quantum memory
buffer← ∅

procedure PRODUCER(thread)
while state incoming AND empty memory slot do

gain access to memory
insert state into empty memory slot
update other memory slots as per task
release memory access

procedure CONSUMER(thread)
while memory is not empty do

gain access to memory
acquire state from the memory
update other memory slots as per task
release memory access

create and start all producer threads
create and start all consumer threads

gorithm 5 is the standard producer-consumer model in networking where the procedures

CONSUMER threads2 are the instances of the output channels that extract quantum states

from the buffer, while the PRODUCER are the instances for the input channels that inputs

quantum states to the buffer.

2Thread is a sequential execution of tasks in a process.
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3.5 Discussion

In this chapter, we take a graph theoretic (and information-theoretic-) approach to analyse

the robustness of the quantum Internet. We have provided measures for comparing the

robustness and identifying the critical nodes of different network topologies.

Identifying quantum processors as real-world mesh networks, we compared the robust-

ness measures for the quantum processor architectures by Google, IBM, and Rigetti. With

the vision of having a 1024-qubit quantum processor in the future, we extend the 54-qubit

layout by Google to include 1024 qubits and observe the robustness of such a network.

Considering performing some desirable information processing tasks over lattice net-

works, we present a theorem specifying conditions that lead to the absence of percola-

tion. As implications of the theorem, we highlight the constraints on network scalability

and limitations of current technology for performing quantum communication and imple-

menting DI-QKD protocols in the next chapter.

Overall, the assessment presented in this chapter can be used to assess network robustness,

identify the critical components of a network, and perform different underlying network

tasks.
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CHAPTER 4

LIMITATIONS ON QUANTUM NETWORKS

"Probable impossibilities are to be

preferred to improbable possibilities."

-Aristotle

This chapter is entirely based on [2], a joint work with Meghana Ayyala Somayajula,

Karol Horodecki, and Siddhartha Das.
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In classical computing, there is a strong motivation to use delegated computation [14]

in the form of cloud computing [131] as it is less resource extensive on the individual

user. Now, given that there is no full clarity regarding the path along which quantum

computing will develop, delegated quantum computing [132–134] is a vision ahead [135].

This vision has been supported by efforts to provide access to quantum processors [136]

over the Internet. The recent developments in the field of secure and high-speed global

communication networks only increase the scope for early adoption of delegated quantum

computing.

A method for perfectly secure communication between a receiver and a sender requires

sharing cryptographic keys between the parties [137]. The secret keys can be shared

between the receiver and the sender using quantum key distribution (QKD) protocols.

For these protocols, the transmission of quantum states from one party to another is an

important step. However, the transmission of quantum states from a sender to a receiver

via a lossy channel inevitably degrades the state being transmitted. The overlap of the

shared state with the intended state typically decreases monotonically with the length of

the channel. Unlike a classical signal, for quantum states this loss cannot be reduced

using amplifiers since the measurement will disturb the system [138] and also quantum

states cannot be cloned [139]. The degradation of the quantum states when transmitted

over a quantum channel places limitations on the distance over which there can be secure

communication [6]. This limitation may be overcome by using entanglement-based QKD

protocols [28, 140] along with quantum repeaters [48, 141, 142].

For the implementation of a quantum network that enables delegated quantum computing

and other information processing tasks, it is important to have a realistic assessment of

limitations involved in performing primitive tasks such as secure communication, shar-

ing of entanglement, and nonlocal correlations among the end nodes. This is the central

theme of this chapter. In particular, we analyse the critical success probability of elemen-

tary links, critical length scales for various tasks, and scalability limitations for quantum

communication networks.
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4.1 Limitations on repeater networks

In this section, we present the critical success probability of the elementary links for im-

plementing different information processing tasks. Extending to a linear repeater-based

network, we present the critical time and length scales for implementing different infor-

mation processing tasks.

4.1.1 Critical success probability for repeater networks

Consider a network N(G(V,E)) for performing a particular information processing task

denoted by the symbol Task∗. As examples, we let the Task∗ be sharing of entanglement,

or implementing teleportation protocol between the nodes {vi, v j} ∈ V. Let vi, v j share an

isotropic state given by

ρI
i j(p, d) = pi jΨ

+
i j + (1 − pi j)

1i j − Ψ
+
i j

d2 − 1
, (4.1)

via a qudit depolarising channel (cf. [6, 47]). Let performing Task∗ require nodes vi and

v j to share Ψ+i j with critical success probability p∗. We note that the state ρI
i j(p, d) become

separable for pi j < 1/d, this implies a critical success probability pent
∗ ≥ 1/d. The singlet

fraction of ρI
i j(p, d) is given by fi j = pi j. The maximum achievable teleportation fidelity of

a bipartite d × d system in the standard teleportation scheme is given by F = fi jd+1
d+1 [143].

The maximum fidelity achievable classically is given by Fcl =
2

d+1 [143]. Thus the shared

state between vi and v j is useful for quantum teleportation if fi j > 1/d. The critical success

probability ptel
∗ for performing teleportation protocol over N(G(V,E)) is ptel

∗ > 1/d.

4.1.2 Critical time and length scales for repeater networks

Consider an entanglement swapping-based repeater network. Let there be two sources S 1

and S 2 producing dual-rail encoded entangled pairs (for details see Appendix A.1) in the

state Ψ+ with probability ηs and with probability 1 − ηs produces a vacuum state. The



70 Limitations on quantum networks

Figure 4.1: In this figure, we present an entanglement swapping-based repeater network.
There are sources S 1(S 2) producing state Ψ+ and sending it to a repeater station and Alice
(Bob) via optical fibers of length l (shown in yellow). The qubits are stored in quantum
memories at the repeater station and the stations of Alice and Bob for t time steps (shown
as self-loops). The repeater station performs standard Bell measurement on its share of
qubits.

source S 1 sends one qubit from its entangled pair to Alice and the other to the repeater

station via optical fibers of length l. Similarly, S 2 sends one qubit from its entangled pair

to Bob and the other to the repeater station via optical fibers of length l (see Fig. 4.1).

Let the qubits be stored in quantum memories at the repeater station and the stations of

Alice and Bob for time t. We model the evolution of the qubits through the fiber and at

the quantum memory as a qubit erasure channel (see Sec. A.4.2) with channel parameter

ηe = e−(αl+βt), where α and β are respectively the properties of the fiber and the quantum

memory. The repeater station performs a standard Bell measurement on its share of qubits

with success probability q. After the repeater station has performed the standard Bell

measurement, Alice and Bob share the state Ψ+ with probability q η2
s e−2(αl+βt) (cf. [6,

Eq. (64)]). Let Alice and Bob require to perform Task∗ (Definition 13) using their shared

state. Furthermore, let performing Task∗ require Alice and Bob to share Ψ+ with critical

success probability p∗. We then require

q η2
s e−2(αl+βt) > p∗. (4.2)

We observe that Eq. (4.2) bounds the length of the optical fibers and the time till which the

qubits can be stored in the quantum memories. This motivates the definition of the critical

length of the fibers lc and the critical storage time at the nodes tc above which the shared

state becomes useless for information processing tasks. These two critical parameters are
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Figure 4.2: In this figure, we consider a repeater-based network and plot the critical
storage time tcr as a function of critical fiber length lcr for different qubit architectures.
The single photon architectures have efficiencies (a) ηs = 0.97 (Quantum Dots [144]) (b)
ηs = 0.88 (Atoms [145]) and (c) ηs = 0.84 (SPDC [146]). We set p∗ = 0.5, q = 1,
α = 1/22 km−1 and β = 1/50 sec−1.

related via the expression

α lc + β tc <
1
2

ln
(q η2

s

p∗

)
. (4.3)

We plot in Fig. 4.2 the critical fibre length lc and the critical storage time tc for different

qubit architectures and set p∗ = 0.5 for some desired Task∗.

Let us introduce a finite number of repeater stations between the two end nodes, each

performing standard Bell measurements on its share of qubits. The network is useful for

Task∗ when

qr ηr+1
s e−2r(αl+βt) > p∗, (4.4)

where r denotes the number of repeater stations between the end nodes. Let lcr and tcr

denote the critical length of the fiber and the critical storage time of the quantum memory.

These two critical parameters are then related via the expression

α lcr + β tcr <
1
2r

ln
(qrηr+1

s

p∗

)
. (4.5)

We plot in Fig. 4.3 the critical fiber length lcr and the critical storage time tcr such that

Eq. (4.5) holds for different values of r. The bounds on lcr and tcr for other values of r not
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shown in Fig. 4.3 can be obtained from Eq. (4.5). We observe that for a given information

processing task, increasing the number of repeater stations allows shorter fiber lengths

and quantum memory storage times.

Figure 4.3: In this figure, we consider a repeater-based network and plot the critical stor-
age time tcr as a function of critical fiber length lcr for the different numbers of repeater
stations. We set p∗ = 0.5, α = 1/22 km−1, β = 1/50 sec−1, q = 1 and η = 0.999.

We note that the optimal rate of two-way assisted quantum communication or entangle-

ment transmission (i.e., in an informal way, it is the maximum number of ebits per use

of the channel in the asymptotic limit of the number of uses of the channel) over an era-

sure channel, also called LOCC (local operations and classical communication)-assisted

quantum capacity of an erasure channel, is given by ηe log2 d [147], where 1 − ηe is the

erasing probability and d is the dimension of the input Hilbert space. Two-way assisted

quantum and private capacities for erasure channel coincide [148, 149] (see [150] for

strong-converse capacity). Two-way assisted private and quantum capacities for a qubit

erasure channel is ηe [148, 149].

In the following section, we present limitations on the scalability of networks for quantum

communication tasks assuming some hypothetical scheme can improve the transmittance

of quantum channels connecting the nodes of the network.
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4.2 Limitations on quantum network topologies

Let us consider an equilateral triangle-mesh network having the set of nodes as V (see

Fig. 4.4(a) for n = 3). The nodes of the triangle network are connected by qubit erasure

channels having transmittance η = e−(αl+βt), where l denotes the distance between the

nodes and t is the time it takes for some resource χ to pass through the channel. In this

section, we assume perfect measurements for the sake of simplicity. Consideration of

imperfect measurements will only increase the critical probability p∗ for the transmission

of quantum resources over an edge between the nodes. This would imply that quantum

network topologies and architecture with imperfect measurement devices will be more

limited (constrained) than the network with perfect measurement devices.

Let us introduce a repeater scheme in the form of a star network (see Fig. 4.4(b) for

n = 3) to effectively mitigate the losses due to transmission. The star network has virtual

channels connecting the repeater node vR to the node vi ∈ V. The transmittance of the

virtual channels ηR = η
1/
√

3 is greater than η.

We now consider the transmittance of channels connecting pairs of nodes with a hypo-

thetical scheme in a network that would lead to the following assumption.

Assumption 1. Let us assume there exist repeater-based quantum communication or

quantum key distribution schemes that can mitigate the loss due to transmittance of a

quantum channel such that the rate of communication (ebits or private bits per channel

use [6]) is effectively of the order

ηR = η
1/ f (4.6)

in some regime (distance)1, where η is the transmittance of the channel and for some

f ≥ 1 (cf. [32, 151–153]).

To illustrate Assumption 1, let us consider a regular polygon network with n nodes having

vertex set V and edge set E as shown in Fig. 4.4(a). For ei j ∈ E the nodes {vi, v j} are

1This need not be true for any length/distance in general and may hold only in certain distance regimes
or sections.
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connected by erasure channels having transmittance η = e−αl, where l is the distance

between the nodes. Let us introduce a repeater scheme in the form of a star network as

shown in Fig. 4.4(b) having the vertex set Vs B V ∪ {vR} where vR denotes the repeater

node and the edge set is denoted by Es. For ekR ∈ Es the channel connecting nodes

{vk, vR} ∈ Vs have transmittance ηR = e−αl/2 sin(π/n), where n = |V|. Comparing with

Eq. (4.6) we observe that the star network provides an advantage of f = 2 sin(π/n) over

a repeater-less scheme for n < 6. For the triangle network discussed previously, we have

f =
√

3. There may be other repeater-based schemes which uses entanglement distillation

and error-correction techniques to further mitigate the transmission loss and enhance the

rate of communication between end nodes.

Figure 4.4: In this figure, we show (a) repeater-less regular polygon network with n nodes
and (b) star-repeater network with n nodes.

In Eq. (4.6), the case of f = 1 has been shown in [6] for measurement-device-independent

quantum key distribution (see [149,150] for quantum key distribution over point-to-point

channel) and the case of f = 2 has been shown in [32, 151–154] for twin-field quantum

key distribution and asynchronous measurement-device-independent quantum key distri-

bution [155, 156]. In Fig. 4.5, we set β = 0 and plot the variation of ηR as a function of

the channel length l for different values of f .

Consider the task of sending ebits or private bits over the qubit erasure channel at a rate

greater than p∗. To successfully perform the task, the critical length lc and the critical time

tc are related via the expression

αlc + βtc ≤ − f ln p∗. (4.7)
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Figure 4.5: In this figure, we plot the variation of ηR as a function of the channel length l
(km) (setting β = 0) for different values of f .

We see from Eq. (4.7) that using repeaters provides f−fold advantage over repeater-less

networks. We plot in Fig. 4.6 the critical length lc and critical time tc for sending ebits or

private bits over the channel at a rate p∗ = 0.5 for different values of f . In the plot, we

have set α = 1/22 km−1, and β = 1/10 s−1.

We next consider performing quantum communication over a lattice network with fiber-

based elementary links and present limitations on its scalability.

Observation 2. Let us require to perform Task∗ over the lattice Glat(V,E) having open

edges with probability pi j and 0 < p∗ ≤ pi j < 1. It follows from Theorem 1 that for any

vertex v ∈ V, the set of vertices connected to it via a network path is finite. This implies

Glat has a finite diameter. We may assume the elementary link formed by edge ei j ∈ E

connecting nodes {vi, v j} ∈ V to be optical fibers of length L having attenuation factor of

αdB/km = 0.22 dB/km. The fibers having transmittance η = e−αL where α = 0.051/km.2

Let there be some repeater-based scheme that increases the transmittance from η to η1/ f

(see Assumption 1). Assuming that performing Task∗ by the nodes {vi, v j} requires trans-

mittance of at least ϵ(= 0.5) bounds the length of the fiber to L ≤ ( f /α) ln(1/ϵ) ≈ 27

km for f = 2. If there are r = 10 elementary links each of length L = 27 km between

two nodes separated by a distance l = rL = 270 km, then performing Task∗ requires

f ≥ rLα/ ln(1/ϵ) ≈ 20.

2Note that α = αdB/km
ln(10)

10 .
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Figure 4.6: In this figure, we plot the critical length lc (km) and critical time tc (sec) for
sending ebits or private bits over the channel at a rate of p∗ = 0.5 for different values of
f . We have considered α = 1/22 km−1 and β = 1/10 sec−1.

In the following example, we present limitations on the scalability of DI-QKD networks

assuming there exists some scheme that can mitigate loss due to transmittance over a

quantum channel.

Example 4. Let us consider the task of connecting end nodes separated by the continental

scale of (order of 1000 km) distance. To enable such a task, let there be a repeater-

based network with t = 10 elementary links connecting two virtual nodes separated by

metropolitan distances (order of 100 km). Each elementary link has two sources say S i

and S j producing dual-rail encoded entangled pairs (for details see Appendix A.1) in the

state Ψ+. The sources S i and S j send one qubit from its entangled pair to the nearest

virtual node and the other to the repeater station via optical fibers of length l = 25 km

having attenuation factor α = 0.02 km−1. Let the qubits evolve through the fiber as a qubit

erasure channel (see Sec. A.4.2) with channel parameter ηe = e−(αl/ f ), where we assume

that some technique allow us to increase the transmissivity of optical fiber by factor 1/ f

for f > 1. After passing through the optical fiber, the qubits are stored in identical

quantum memories at the repeater station, the virtual nodes, and the end nodes for n = 2

time steps. We model the evolution of the qubits in the quantum memory as depolarising
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channel (see Sec. A.4.1) having channel parameter p = 0.01. Assuming the repeater

station performs perfect standard Bell measurement on its share of qubits, the singlet

fidelity of the state shared by Alice and Bob is given by η2
d e−2αlt/ f . The state shared by

the end nodes is useful for CHSH-based DI-QKD protocols if η2
d e−2αlt/ f ≥ 0.7445 which

requires f ≥ 38.

Observation 2 and Example 4 illustrate how far is current technology from designing

quantum networks for performing quantum communication and implementing DI-QKD

protocols.

4.3 Limitations on network architecture with repeaters

(a) Alice and Bob each send halves of isotropic state of visibility λ to a repeater station which
performs standard Bell measurement on the received qubits with a success probability q.
After the Bell measurement, Alice and Bob share an isotropic state of visibility qλ2.

(b) Alice and Bob with n repeater stations in between them. After the repeater stations
have performed standard Bell measurement, Alice and Bob share isotropic state of visibil-
ity qnλn+1.

Figure 4.7: In this figure, we present a repeater-based network to share isotropic states
between Alice and Bob. The shared state is then used to perform DI-QKD protocols. The
blue circles in the figure depict qubits. We assume all the repeater stations are equidistant
and identical.

Let us consider the task of sharing secret key between two distant parties over a repeater-

based network. The parties say Alice and Bob each have identical two-qubit isotropic
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states (see Eq. 2.8) ρI
AA′(p(λ), 2) and ρI

BB′(p(λ), 2) given by

ρI
AA′(p(λ), 2) = λΨ+AB + (1 − λ)

1AB

4
. (4.8)

with λ ∈ [0, 1] and ρI
BB′(p(λ), 2) = ρI

AA′(p(λ), 2). Alice and Bob send halves of their

isotropic states to a repeater station. The repeater station performs a standard Bell mea-

surement on the halves of the isotropic states with success probability q (see Fig. 4.7a).

The action of the noisy standard Bell measurement is described by Eq. (A.5) (see Ap-

pendix A.2 for details). With the error correction possible post-Bell measurement, from a

single use of the repeater Alice and Bob share the two-qubit isotropic state

ρI
AB(p(qλ2), 2) = qλ2 Ψ+AB +

1
4

(1 − qλ2)1AB (4.9)

of visibility λ2 and q being the success probability of performing the successful stan-

dard Bell measurement by the repeater station. The state ρI
AB(p(qλ2), 2) is separable if

λ ≤ 1/
√

3q. All two-qubit states are entanglement distillable if and only if they are

entangled [157]. All entanglement distillable states have non-zero rates for secret-key

distillation [158]. Alice and Bob can use the shared state ρI
AB(p(qλ2), 2) to perform a DI-

QKD protocol based on the tilted CHSH inequality [11] or the modified standard CHSH

inequality [159]. It was shown in [160] that for such protocols, the device-independent

secret key distillation rate is zero when the visibility qλ2 of isotropic state ρI
AB(p(qλ2), 2)

is below the critical threshold

γθcrit =
γθL + 1
3 − γθL

, (4.10)

where γθL = 1/(cos θ + sin θ) and θ ∈ (0, π/2). The standard CHSH-based DI-QKD

protocols use settings with θ = π/4, which gives γπ/4crit ≈ 0.7445. The DI-QKD rate is

known to be non-zero for qλ2 ≥ 0.858 [29]. For n repeater stations in between them (see

Fig. 4.7b), Alice and Bob share the two-qubit isotropic state

ρI
AB(p(qnλn+1), 2) = qnλn+1 Ψ+AB + (1 − qnλn+1)

1AB

4
(4.11)
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of visibility qnλn+1, where q appears as it the success probability of performing a stan-

dard Bell measurement by the individual repeater stations. We call such linear links of

repeaters with standard Bell measurement (possibly noisy) performed at relay stations as

standard linear DI key repeater chains. In the following proposition, we present limita-

tions on the use of isotropic states for distilling secret keys via DI-QKD protocols.

Proposition 2. Consider a standard linear DI key repeater chain with n relay (intermedi-

ate) stations between two end nodes. The successive nodes vi and v j of the repeater chain

share a two-qubit isotropic state ρI
i j(p(λ2), 2) and the relay stations perform standard Bell

measurement with success probability q. The end nodes of such a network cannot perform

CHSH-based DI-QKD protocols for

λ ∈
(
0, (γθcrit/q

n)1/(n+1)
)
. (4.12)

Proof. The end nodes of the standard linear DI key repeater chain can use the shared state

ρI
AB(p(qnλn+1), 2) to perform a DI-QKD protocol based on the tilted CHSH inequality [11]

or the modified standard CHSH inequality [159]. The device-independent secret key rate

for such protocols becomes zero for qnλn+1 ∈ (0, γθcrit). This limits λ to the range

λ ∈
(
0, (γθcrit/q

n)1/(n+1)
)

(4.13)

when no secret key can be distilled. □

The following observation is direct consequence of the above proposition and the fact that

family of two-qubit isotropic states ρI
i j(p(λ), 2) is known to have zero DI-QKD rate for

λ ∈ (0, γθcrit), where q = 1 is safely assumed without any ramification for the observation

below.

Observation 3. There exist quantum states with non-zero DI-QKD rates that are not

useful as standard DI key repeaters. For example, for a family isotropic states ρI
i j(p(λ), 2)

with λ ∈
(
γθcrit, (γ

θ
crit/q

n)1/(n+1)
)

the DI key rate is nonzero but the standard DI key repeater

rate is zero.
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Figure 4.8: In this figure, we plot the allowed number of relay stations for performing a
DI-QKD protocol with non-zero key rates by Alice and Bob as a function of the isotropic
state parameter λ for different success probability of standard Bell measurement when the
critical threshold from Eq. (4.10) is γθcrit = 0.7445.

For non-zero key rates from tilted CHSH inequality-based and the modified standard

CHSH inequality-based DI-QKD protocols we require

n <
⌊

log(λ/γθcrit)
log(1/(qλ))

⌋
, (4.14)

where ⌊.⌋ denotes the floor function and q is the probability of success for the perfect,

standard Bell measurement at each relay (repeater) station. For values of n below the

above threshold, we will have a positive secure key rate. We plot in Fig. 4.8, the depen-

dence of n on λ for performing CHSH-based DI-QKD protocol with non-zero key rate

for different success probability of standard Bell measurement. In the plot, we have set

γθcrit to be 0.7445. In Fig. 4.8, we observe that the neighbouring nodes of a repeater chain

network sharing a two-qubit isotropic state ρI
AB(p(λ2), 2) with high values of λ allow a

large number of repeater stations between the end nodes for performing a DI-QKD pro-

tocol with non-zero key rates. In the bipartite scenario with two binary inputs and two

binary outputs, there is a region where the device is nonlocal but has zero key [161]. Re-

sults similar to Proposition 2 and Eq. (4.14) would apply to such a scenario if considered

appropriately.
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Figure 4.9: In this figure, we plot the maximum allowed number of relay stations between
the end nodes as a function of λ, considering values of q ∈ {0.625, 0.95, 0.99} such that
the end nodes can implement a teleportation protocol.

In the following propositions, we present the bound on the number of virtual nodes in the

network such that the state ρI
AB(p(qnλn+1), 2) (a) is useful for teleportation, (b) can violate

the Bell-CHSH inequality and (c) is entangled.

Proposition 3. The state ρI
AB(p(qnλn+1), 2) can be used to perform teleportation protocol

when

n <
⌊

log(3λ)
log(1/(qλ))

⌋
. (4.15)

Proof. Let us have uk as the eigenvalues of the matrix T †T where the T matrix is formed

by the elements tnm = Tr[ρI
AB(p(qnλn+1), 2) σn ⊗σm] where σ j denotes the Pauli matrices.

We then define the quantity N(ρAB) =
∑3

k=1
√

uk. The state ρI
AB(p(qnλn+1), 2) is useful for

teleportation for values of N(ρAB) greater than 1 [162]. This then implies n <
⌊

log(3λ)
log(1/(qλ))

⌋
.

□

We plot in Fig. 4.9 the maximum number of repeater stations that can be allowed for a

given value of λ and setting q ∈ {0.625 [163], 0.95, 0.99} to implement a teleportation

protocol successfully.
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Figure 4.10: In this figure, we plot the maximum allowed number of relay stations be-
tween the end nodes as a function of λ, considering values of q ∈ {0.625, 0.95, 0.99} such
that the end nodes can perform Bell-CHSH violation experiment.

Proposition 4. The state ρI
AB(p(qnλn+1), 2) can violate the Bell-CHSH inequality when

n < ⌊
log(
√

2λ)
log(1/(qλ))

⌋. (4.16)

Proof. Let us have ui, u j be the two largest eigenvalues of the matrix T †T where the T

matrix is formed by the elements tnm = Tr[ρI
AB(p(qnλn+1), 2) σn⊗σm] whereσ j denotes the

Pauli matrices. We then define the quantity M(ρAB) = ui + u j. The state ρI
AB(p(qnλn+1), 2)

is Bell-CHSH nonlocal for values of M(ρAB) greater than 1 [164]. This then implies

n < ⌊ log(
√

2λ)
log(1/(qλ))⌋. □

We plot in Fig. 4.10 the maximum number of repeater stations that can be allowed for a

given value of λ and setting q ∈ {0.625 [163], 0.95, 0.99} such that the state shared by the

end nodes can violate the Bell-CHSH inequality.

Proposition 5. The state ρI
AB(p(qnλn+1), 2) remains entangled when

n <
⌊ log(λ/( 2

√
3
− 1))

log(1/(qλ))

⌋
. (4.17)

Proof. The concurrence of the state ρI
AB(p(qnλn+1), 2) is given by max{0, λe

1−λ
e
2−λ

e
3−λ

e
3}

[96] where the λe
s are the eigenvalues of ρI

AB(p(qnλn+1), 2)(ρI
AB(p(qnλn+1), 2)) f in descend-
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Figure 4.11: In this figure, we plot the maximum allowed number of relay stations be-
tween the end nodes as a function of λ, considering values of q ∈ {0.625, 0.95, 0.99} such
that the end nodes share an entangled state.

ing order. The spin flipped density matrix is given by (ρI
AB(p(qnλn+1), 2)) f = (σy ⊗

σy)ρI∗
AB(p(qnλn+1), 2)(σy ⊗ σy). The state is entangled when the concurrence is greater

than zero. This requires n <
⌊ log(λ/( 2√

3
−1))

log(1/(qλ))

⌋
. □

We plot in Fig. 4.11 We plot in Fig. 4.10 the maximum number of repeater stations that

can be allowed for a given value of λ and setting q ∈ {0.625, 0.95, 0.99} such that the end

nodes can share an entangled state.

It is observed that the number of allowed repeater stations in the network depends on

the information processing task that the network is executing. The number of allowed

repeater stations increases with the increase in λ.

The repeater network discussed in this section can be generalised to a network structure

with multiple pairs of end nodes. It is observed that the number of allowed repeater

stations in the network depends on the information processing task that the network is

executing. The number of allowed repeater stations increases with the increase in λ.

Furthermore, the success probability of the information processing task decreases with an

increase in the number of allowed repeater stations. The repeater network discussed in

this section can be generalised to a network structure with multiple pairs of end nodes.
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4.4 Entanglement distribution between cities

Consider a satellite-based network for sharing entangled pairs between two far-off cities.

Let such a network be a two-layered model consisting of a global scale and a local scale.

On a global scale, there are multiple ground stations located across different cities. Such

ground stations are interconnected via a satellite network. Two ground stations share

an entangled state using the network via the shortest network path between them (see

Sec. 3.4.1 for an illustration of shortest network-path finding algorithm).

Figure 4.12: In this figure, we present the shortest network path between the ground
stations at Bengaluru and Gdańsk via the global satellite network. The entangled sources
are marked as S i and the satellite stations are marked as Mi. The shortest path has 6
entangled sources and 5 satellite stations. The image was created using the Google Earth
software [165].

As an example, we show in Fig. 4.12 the shortest path connecting the ISTRAC ground sta-

tion located at Bengaluru to the ground station at Gdańsk via the global satellite network.

On the local scale, different localities (end nodes) are connected to their nearest ground

station via optical fibers. We show in Fig. 4.13 the local scale network for the ground

station located at Bengaluru and Gdańsk. The ground station at Bengaluru is connected

to the localities of Hosur and Mysore. The ground station at Gdańsk is connected to the
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localities of Poznań and Warsaw.

(a) Bengaluru ground station (b) Gdańsk ground station

Figure 4.13: In this figure, we present the local scale network architectures at (a) Ben-
galuru and (b) Gdańsk for sharing entangled pairs across nearby localities. The ground
stations are connected to multiple localities via optical fibers (shown in black and orange
lines). The images were created using Google Earth software [165].

In the satellite network, there are sources (S j) producing entangled photonic qubit pairs

in the state Ψ+. The source then sends the photons belonging to a pair to different neigh-

bouring satellites via a quantum channel as shown in Fig. 4.12. We model the quantum

channel between the ground station and the satellite at the limits of the atmosphere as a

qubit thermal channel (see Sec. A.4.3 and Sec. A.5) and that between two satellites as an

erasure channel (see Sec. A.4.2) having erasure parameter ηe. The erasure channel param-

eter is assumed to be identical throughout the network. The satellite stations M j outside

the limits of the atmosphere perform standard Bell measurement with success probability

q on their share of the qubits that they received from their neighbouring source stations.

The satellites at the boundary of the atmosphere transmit their share of qubit via the atmo-

spheric channel to the ground stations (which we call local servers). The ground stations

on receiving the state store it in a quantum memory. In the quantum memory, the state

evolves via a depolarising channel (see Sec. A.4.1). The local servers distribute the quan-

tum states to different localities (which we call clients) on request using optical fibers as

can be seen in Fig. 4.13.

In future, it may be that India and Poland establish communication links that share each
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halves of the entangled pairs between a designated hub in each country so that they can

perform desired quantum tasks in collaboration. Let us assume that the Indian Space Re-

search Organization (ISRO) headquarter3 at Bengaluru would like to perform delegated

quantum computing [132–135,166] by securely accessing the IBM Quantum Hub at Poz-

nań [167]. For this, the ISRO headquarter can share entangled system with the IBM

Quantum Hub via the shortest route in the satellite-based network. For an illustration, let

the shortest network path between the ground stations at Bengaluru and Gdańsk have 5

satellites and 4 entangled photon sources as shown in Fig. 4.12. The entanglement yield

of the network is given by

ξavg = q3 ηG
t (η2

e)3, (4.18)

where ηG
t is obtained from Eq. (A.25) and takes into account the local weather conditions

at Bengaluru and Gdańsk. In the general network with n satellite-to-satellite links between

the two ground stations, the average entanglement yield is given by

ξavg = η
G
t (η2

e)n−1qn−1. (4.19)

The ground stations store the incoming qubits in different quantum memory slots and

serve the receiving traffic4 requests from different local clients following queuing disci-

pline (see Algorithm 5 for details of the incoming and outgoing traffic threads5). The

total number of memory slots available in the quantum memory is fixed. The evolution

of the stored qubits in the quantum memory is modelled via a depolarising channel with

channel parameter p. We model the quantum memory as a max-heap data structure (see

Definition 12) with the key as the fidelity of the stored quantum state. If the fidelity of

any quantum state stored in the memory drops below a pre-defined critical value, ηcrit, that

state is deleted from the memory. The value of ηcrit is determined by the task or the proto-

col that the end parties may be interested in performing using their shared entangled state.

3As we were finalizing the paper [2], we learnt that ISRO was successful in soft landing of its spacecraft
Chandrayaan-3 (Vikram lander and Pragyan rover) on the Moon’s south polar region on 23-08-2023 at
18:03 IST.

4Traffic is the flow of photons between the nodes of the network for enabling the network to perform a
specific information processing task.

5Thread is a sequential execution of tasks in a process.
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On receiving a connection request from a single local client, the ground station transmits

the latest qubit that it has received as outward traffic. Now when the ground station re-

ceives traffic requests from multiple local clients, there is the problem of optimizing the

traffic flow6. For such a flow problem, we introduce the following modified fair queuing

algorithm.

Let us define t(i)
p as the time to process the ith quantum state in the memory, t(i)

i as the

starting time for the transmission from the memory and t(i)
f as the time when the state has

been transmitted from the memory. We then have,

t(i)
f = t(i)

i + t(i)
p . (4.20)

Now, there is a possibility that the state has arrived at the memory before or after the

processing of i − 1 states in this heap. In the latter case, the state arrives at an empty heap

memory and is transmitted immediately if there is a traffic request. In the other case, it

swims through the heap depending on its fidelity and is stored in the memory. Let us

denote t(i)
r as the time required for the node to swim up to the root node from its current

position in the heap. Then we have,

t(i)
f = max

(
t(i−1)

f , t(i)
r

)
+ t(i)

p , (4.21)

where t(i−1)
f is the time required for processing (i−1)th quantum state. If there are multiple

flows, the clock advances by one tick when all the active flows receive one state following

the qubit-by-qubit round-robin basis. If the quantum state has spent s time steps in the

memory then the average entanglement yield is given by

ξavg B


ηs

d η
G
t (η2

e)n−1qn−1 if ηs
d > ηcrit,

0 otherwise,
(4.22)

where ηs
d is obtained from Eq. (A.13) and takes into account the loss in yield per time

step in the quantum memory. Let us assume the ground station at Bengaluru and Gdańsk

6Traffic flow is a sequence of quantum states that is sent from the ground station to the local station.
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Figure 4.14: In this figure, we plot the average yield ξavg (see Eq. (4.24)) as a function of
the number of satellites in the network for different values of the total optical fiber length
L = lB + lM (shown figure inset). We set ηs = 0.9, s = 1, p = 0.1, ηe = 0.95, ηg = 0.5, κg =

0.5, α = 1/22 km−1, and q = 1.

transmits the state via identical fibers to the ISRO headquarter and Poznań, respectively.

Considering the fiber losses at the two ground stations given by e−αlB and e−αlM , the sources

producing the state Ψ+ with probability ηs, and assuming that the quantum state has spent

s time steps in the memory, the average entanglement yield is given by

ξavg = η
s
d η

G
t (η2

e)n−1(ηs)n−1e−α(lB+lM)qn−1, (4.23)

where lB and lM are the lengths of the fibers from ISRO headquarter and Poznań to the

Bengaluru and Gdańsk ground stations respectively. Inserting ηs
d from Eq. (A.13) and ηG

t

from Eq. (A.25), we have the yield given by

ξavg = e−α(lB+lM)
(
η2

e

)n−1
ηn−1

s qn−1[
(1 − p)2s −

1
4

(p − 2)p
(
(s − 1)(1 − p)2(s−1) + 1

) ]
[
κg(κg − 1)(ηg − 1)2 +

1
2

(1 + η2
g)
]

(4.24)

where ηg, κg take into account the local weather condition at Bengaluru and Gdańsk and

s is the number of applications of depolarising channel in the quantum memory. We plot

in Fig. 4.14, the average entanglement yield ξavg of the two end nodes connected by the
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Figure 4.15: In this figure, we plot the average yield ξavg (see Eq. (4.24)) as a function of
the number of satellites in the network for single photon source architectures. The single
photon source architectures have the source efficiencies (a) ηs = 0.95 (b) ηs = 0.99 and
(b) ηs = 1. For this, we set L = lB + lM = 10 km, s = 1, p = 0.95, ηe = 0.95, ηg = 0.5, κg =

0.5, α = 1/22 km−1, and q = 1.

network as a function of the number of satellite-to-satellite links n between their nearest

ground stations for different values of the total optical fiber length L = (lB + lM). We

observe that for a fixed value of L, ξavg decreases with an increase in n. Also, for a fixed

value of n, ξavg decreases with increase in L. Furthermore, we plot in Fig. 4.15 and A.5 the

variation in ξavg as a function of n for different values of ηs. We observe that for a given

ηs, ξavg decreases with increase in n. Also, we observe that Quantum dot-based, atom-

based, and SPDC-based entangled photon sources are best suited for the entanglement

distribution network. Finally, we plot in Fig. 4.16, the variation in ξavg as a function of n

for different values of q. We observe that for a given q, ξavg decreases with increase in n.

Also, ξavg decreases with a decrease in q.

Our methods in general apply to sharing multipartite entangled states among different

ground stations distributed at different geographical locations across the globe. To ob-

serve this, note that if certain users of the network share bipartite entangled states, then

such states can be used to distill multipartite entangled states with the use of ancilla and

entanglement swapping protocols [6, 168, 169].
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Figure 4.16: In this figure, we plot the average yield ξavg (see Eq. (4.24)) as a function of
the number of satellites in the network for different values of the success probability of
the standard Bell measurement denoted by q (shown figure inset). We set ηs = 0.9, s =
1, p = 0.1, ηe = 0.95, ηg = 0.5, κg = 0.5, α = 1/22 km−1, L = lB + lM = 20 km.

4.5 Network propositions

Let us first consider a network connecting all the major airports in the world. We say

that two airports are connected if there exists at least one commercial airline currently

operating between them. We consider a network consisting of 3463 airports all over

the globe forming the nodes of the network and 25482 edges or airline routes between

these airports [170]. For such a network, we observe that the longest route is between

Singapore, Changi International Airport, and New York John F. Kennedy International

Airport, in the United States, with a distance of approximately 15331 km. The average

distance between the airports in the network is approximately 1952 km. We propose

a quantum network with airports as nodes and the connections between the airports as

edges. We define the edge weight of the edge connecting the nodes {vi, v j} of the network

as

w(ei j) B


e−Li j/22 if Li j < 50 km

0.8 if Li j ≥ 50 km
(4.25)
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where Li j is the distance between two airports denoted by nodes vi and v j. The link spar-

sity of such a network is 0.99575, and the total connection strength is given by 0.99787.

We observe that the most critical airports present in this network are Istanbul International

Airport, Dubai International Airport, Anchorage Ted Stevens in Alaska, Beijing Capital

International Airport, Chicago O’Hare International Airport, and Los Angeles Interna-

tional Airport.

Let the airports of the network require to securely communicate with each other. The

sharing of entangled states among the airports is a primitive for secure communication

among them. Let us assume all these airports are located at the same altitude. Let the

ground stations located at the airports share an entangled state using a global satellite-

based mesh quantum network as described in Sec. 4.4. The ground stations connect to the

satellite network via the atmospheric channel modelled as a qubit thermal channel. The

satellites of the network are interconnected via a qubit erasure channel. For two airports

a1 and a2 requiring to connect, the average entanglement yield is given by

ξavg = ηa
t (η2

e)n−1qn−1

= qn−1
(
η2

e

)⌊ L
L0

⌋
−1
[
κg(κg − 1)(ηg − 1)2 +

1
2

(1 + η2
g)
]
,

(4.26)

where L denotes the distance between a1 and a2 and q is the success probability of the

standard Bell measurement at the satellite stations. L0 denotes the distance between the

nodes of the satellite network. We assume identical atmospheric conditions at a1 and a2

and set ηe = 0.95, ηg = 0.5, κg = 0.5 and q = 1. With these choices of parameters,

we present in Fig. 4.18 the average yield as a function of the distance between the nodes

of the satellite network for different values of L. Furthermore, we plot in Fig. 4.17, the

variation in the average yield ξavg as a function of the distance between the virtual nodes

for different values of q. For this we set ηe = 0.95, ηg = 0.5, κg = 0.5 and L = 4000

km. The entanglement yield between the airports for different channel parameters not

considered in this section can be obtained from Eq. (4.26).

The quantum Internet can be used for secure communication between a central agency



92 Limitations on quantum networks

A
v
e
r
a
g
e
y
i
e
l
d

q = 0.95

q = 0.99

q = 0.999

200 400 600 800 1000 1200 1400

0.1

0.2

0.3

0.4

0.5

Distance between virtual nodes (km)

Figure 4.17: In this figure, we plot the average yield ξavg (see Eq. (4.26)) as a function
of the distance between the virtual nodes (L0) for different values of q. For this, we set
ηe = 0.95, ηg = 0.5, κg = 0.5 and L = 4000 km.
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Figure 4.18: In this figure, we plot the average yield ξavg (see Eq. (4.26)) as a function of
the distance between the virtual nodes for different lengths between the airports. For this,
we set ηe = 0.95, ηg = 0.5, κg = 0.5, q = 1.
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Figure 4.19: The upper bound on the channel parameter α for sharing entanglement
between the U.S. Department of Energy (DoE) at Washington D.C. and some other
labs [171] involved in The National Quantum Initiative (NQI). In this network, the DoE
is the hub node while the labs are at the outer nodes. The edge connecting the hub to an
outer node represents a repeater relay network. In this plot we set q = 1.
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Figure 4.20: The upper bound on the channel parameter α for sharing entanglement be-
tween the U.S. Department of Energy (DoE) at Washington D.C. and the University of
Chicago (L = 952 km) involved in The National Quantum Initiative (NQI) for different
values of success probability of standard Bell measurement. In this network, the DoE is
the hub node while the labs are at the outer nodes. The edge connecting the hub to an
outer node represents a repeater relay network.
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and end parties. It may be desirable here for the central agency to prevent direct commu-

nication between the end parties. As an example, consider the U.S. Department of Energy

(DoE) in Washington D.C. require to securely communicate by sharing entangled states

with the major labs [171] that are involved in The National Quantum Initiative (NQI) us-

ing the Star network. The DoE is at the hub node of such a network and the different

labs are the leaf nodes. For each edge of the network, let there be independent fiber-based

repeater chain networks (described in Sec. 4.3.) Let each edge present in the network

have a success probability p = e−αL/n where α is the channel loss parameter, L is the total

distance between the DoE and the lab, and n is the number of virtual nodes. Using the

fact that isotropic state of visibility qnλn+1 is entangled for qnλn+1 > 1/3, we obtain the

upper bound on α as

α <
log(3qn)
L(1 + 1

n )
. (4.27)

For different labs, we plot in Fig. 4.19 the upper bound on α for different values of n. In

the figure, we have considered some of the major labs, which can be extended to all other

labs involved in the NQI. Furthermore, in Fig. 4.20, we plot the upper bound on α for

different values of n and q (see inset). For this figure we consider sharing entanglement

between the U.S. Department of Energy (DoE) at Washington D.C. and the University of

Chicago (L = 952 km).

4.6 Discussion

We envision that the implementation of the quantum Internet will follow a task-oriented

approach. The underlying network structure at any stage of implementation is expected

to provide loose coupling, meaning end users can perform information processing tasks

without requiring to know the details of implementation, thereby reducing dependencies

between different tasks. This requires assessing the practical limitations for implementing

different tasks.

The network structure of the quantum Internet is determined by the information process-

ing tasks that are implemented using it. Looking at the elementary link level, we have
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obtained bounds on the critical success probability for performing different tasks. Ex-

tending to a more general repeater-based network, we have obtained a trade-off between

the channel length and the time interval for which the states can be stored at the nodes

such that the shared state is useful for different tasks.

Considering performing some desirable information processing tasks over lattice net-

works, in the previous chapter we have presented a theorem specifying conditions that

lead to the absence of percolation. As implications of the theorem, we have highlighted

the constraints on network scalability and limitations of current technology for perform-

ing quantum communication and implementing DI-QKD protocols.

Looking at the specific details of implementation, considering repeater-based networks,

we have provided the range of isotropic state visibility and an upper bound on the number

of repeater nodes for distilling secret keys at non-zero rates via DI-QKD protocols. We

have considered practical parameters like atmospheric conditions and imperfect devices in

obtaining bottlenecks for implementing a satellite-based model distributing resources be-

tween far-off places. For such a network we have presented algorithms for implementing

certain underlying network-related tasks such as obtaining the network layout, obtaining

the network routing path and allocating resources at the network nodes. Overall, the as-

sessment presented in this chapter may be useful in benchmarking the critical parameters

involved in realizing the quantum Internet.
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CHAPTER 5

QUANTUM NONLOCALITY, FREE WILL AND

IMPERFECT DETECTORS

“Not only is the Universe stranger than we think,

it is stranger than we can think.”

— Werner Heisenberg

This chapter is entirely based on [1], a joint work with Siddhartha Das.
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In a seminal work, J.S. Bell [76] showed that the statistical predictions of quantum me-

chanics cannot be explained by local realistic hidden variable (LRHV) theories. The

LRHV inequalities, also called Bell-type inequalities, are based on the physical assump-

tions of (a) the existence of local realism and (b) no-signalling criterion [75] (see e.g., [74]

and references therein). The quantum systems that violate LRHV inequalities [74] are

said to have quantum nonlocal correlations.

The experimental violation of the LRHV inequalities by physical systems requires ad-

ditional assumptions leading to loopholes. The free will assumption1 in the Bell-type

inequality states that the parties (users) can choose the measurement settings freely or,

use uncorrelated random number generators. Also, the detectors used in experiments are

never perfect and there is always a possibility of over-counting (observing dark count-

ing [172]) and under-counting (inefficient detection [172]) the number of particles that

are incident on it.

The main focus of this chapter is to study the implications of imperfect detectors and

constrained free will on the test of quantum nonlocal correlations. We adapt the approach

discussed in [13] to model imperfect detectors for the Bell experiment as a sequential

application of a perfectly working inner box followed by a lossy outer box. The inner

box contains a quantum source whose behavior is nonlocal under constrained free will,

i.e., violates certain measurement-dependent LRHV inequality. The outer box separately

introduces detector inefficiency and dark counts for each party. Using this model, we

determine the threshold values of the detector parameters that make detectors robust for

testing of quantum nonlocality under constrained free will (e.g., see Fig. 5.3 with details

in Section 5.3). Next for the scenario of perfect detectors, we compare the implications

two different approaches presented in [7] and [9] to quantify measurement dependence (a)

by bounding the probability of choosing the measurement settings x (for Alice’s side) and

y (for Bob’s side) conditioned on a hidden variable λ to be in the range [l, 1−3l] [7] and (b)

by using a distance measure M to quantify measurement settings distinguishability [9].

1It should be noted that the free will assumption mentioned in this chapter is also called measurement
independence. This assumption relates to the possible correlations between the choice of measurement
settings for the two parties, which can affect the observed experimental statistics.
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This comparison is made in the 2 (party) - 2 (measurement settings per party) - 2 (outcome

per measurement) scenario and their effects on the certification of the nonlocality. We also

introduce a new set of measurement-dependent LRHV (MDL) inequalities by introducing

distance-based measurement-dependent quantity in adapted AMP tilted Bell inequality

[11] and discuss implications and trade-off between measurement dependence parameters

and tilted parameters for the certification of quantum nonlocal correlations.

5.1 Adverserial role in choice of measurement settings

We consider the Bell scenario where two parties, Alice and Bob, share a bipartite quantum

state ρAB. Each party can choose to perform one of two available measurements, i.e., |X| =

2 = |Y|. We attribute POVM {Λx
a}x to Alice and {Λy

b}y to Bob. Each of these measurements

can have two outcomes. We denote measurement outcomes for Alice and Bob by a and

b, respectively. The statistics of the measurement outcomes in the experiment can then be

described by the probability distribution P = {p(ab|xy)}, which is also termed behavior.

In this framework, there exists a hidden variable λ belonging to some hidden-variable

space, Λ. The probability distribution of the outputs conditioned on the inputs can then

be expressed as

p(ab|xy) =
∑
λ∈Λ

p(ab|xyλ)p(λ|xy). (5.1)

The hidden variable λ (distribution according to p(λ)) can provide an explanation of the

observed experimental (measurement) statistics. In each experiment run, a fixed λ exists

that describes the outcome of the experimental trial following the distribution p(ab|xyλ).

After multiple experimental runs, the output statistics are described by sampling from the

distribution p(λ|xy).

In an adversarial scenario, Alice and Bob can believe they choose all the settings with

equal probability, i.e., p(xy) = 1/4 for each pair (x, y), while an adversary biases their

choice in the scale λ. The adversary can distribute the settings chosen by Alice and Bob
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Probability distributions of Eve

Joint Setting Distribution 1 (λ1) Distribution 2 (λ2)

p(0, 0|λ) cos2(ϕs1) cos2(ϕs2)

p(0, 1|λ) sin2(θs1) sin2(ϕs1) sin2(θs2) sin2(ϕs2)

p(1, 0|λ) cos2(δs1) cos2(θs1) sin2(ϕs1) cos2(δs2) cos2(θs2) sin2(ϕs2)

p(1, 1|λ) sin2(δs1) cos2(θs1) sin2(ϕs1) sin2(δs2) cos2(θs2) sin2(ϕs2)

Table 5.1: Probability distribution for choice of settings by Alice and Bob based on the
hidden variable λ. An adversary can use this distribution and, by suitably choosing the
parameters of the table, trick Alice and Bob into thinking they have free will in choosing
the measurement settings.

according to

p(xy) =
∑
λ∈Λ

p(xy|λ)p(λ). (5.2)

In Eq. (5.2), let λ take two values, λ1 and λ2, whose probability distributions are given

as p(λ1) = sin2(θλ) and p(λ2) = cos2(θλ), respectively. In the simplest scenario, x and y

can each take values 0 or 1, and there are four possible ways in which the measurement

settings can be chosen by Alice and Bob, i.e., (x, y) ∈ {(0, 0), (0, 1), (1, 0), (1, 1)}.

Let the probability of choosing the measurement setting (x, y) conditioned on the hidden

variable be distributed according to Table 5.1. To observe the effect of the conditional

probability distribution for choice of x and y from Table 5.1 on p(xy), consider the fol-

lowing examples:

(i) For the case of θs2 = 0.6847, ϕs2 = 1.2491, ϕs1 = 0.8861, δs2 = 1.2491, θλ =

0.785398, θs1 = 0.50413, and δs1 = 0.175353. It can be seen that this choice of

parameters set p(xy) = 0.25 ∀ (x, y).

(ii) For the case of θs2 = 0.5796, ϕs2 = 1.2491, ϕs1 = 0.6847, δs2 = 0.75, θλ = 0.57964,

θs1 = 0.793732, and δs1 = 1.06395. It can be seen that this choice of parameters set

p(xy) = 0.25 ∀ (x, y).

The above examples show that by properly choosing parameters in Table 5.1, the adver-

sary can trick Alice and Bob into thinking they have free will in choosing the measurement
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setting. In the scenario where Alice and Bob choose between the measurement settings

with unequal probabilities, i.e., p(xy) , 1/4 for each pair (x,y), the adversary can ad-

just the parameters of Table 5.1 accordingly. In the presence of a bias in the choice of

measurement settings in the λ scale, which Alice and Bob are unaware of, the following

constraints [173] can be imposed on the conditional joint probability distribution:

a. The signal locality, i.e., no-signalling, assumption imposes the factorisability con-

straint on the conditional joint probability distribution,

p(ab|xyλ) = p(a|xλ) p(b|yλ). (5.3)

b. The measurement independence, i.e., freedom-of-choice or free will, assumption

requires that λ does not contain any information about x and y which is equivalent

to stating

p(λ|xy) = p(λ) or equivalently, p(xy|λ) = p(xy). (5.4)

5.2 Quantifying measurement dependence

In this section, we first review two different approaches considered in [7,84] and [9,10,83]

to quantify the measurement dependence. We then compare these two approaches and

observe their effects on the tests of quantum nonlocal behaviors.

Review of MDL inequalities from prior works

We review the approach discussed in [7, 8] to quantify measurement dependence by

bounding the probability of choice of measurement settings conditioned on a hidden vari-

able to be in a specific range (Section 5.2). Then we review the approach discussed

in [9,10,83] to quantify measurement dependence using a distance measure (Section 5.2).
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Bound on the probability of choosing the measurement settings

In the works [7, 8], we observe that the probability of Alice and Bob choosing measure-

ment settings x and y conditioned on λ can be bounded as

l ≤ p(xy|λ) ≤ h, (5.5)

where 0 ≤ l ≤ p(xy|λ) ≤ h ≤ 1. If Alice and Bob each choose from two possible measure-

ment settings, then l = h = 0.25 corresponds to the complete measurement independence;

other values of l and h represent bias in the choice of measurement settings.

In the 2 (user) - 2 (measurement settings per user) - 2 (outcome per measurement) sce-

nario with a, b ∈ {+,−} and x, y ∈ {0, 1}, it was shown in [7, 8] that all the measurement

dependent local correlations satisfy the PRBLG MDL inequality

lp(+ + 00) − h(p(+ − 01) + p(− + 10) + p(+ + 11)) ≤ 0. (5.6)

A two-dimensional slice in the non-signalling space is shown in Fig. 5.1 (figure from [7]).

The quantum set is bounded by the green line in the figure, and the set of non-signalling

correlations lies within the black triangle.

In Fig. 5.1, the red dotted line corresponds to Eq. (5.6) with h = 1−3l. If we set h = 1−3l,

the PRBLG MDL inequality tilts from the Bell-CHSH inequality (l = 0.25) to the non-

signalling border (l = 0). For h = 1 − 3l, Eq. (5.6) is expressed as

lp(+ + 00) − (1 − 3l)
[
p(+ − 01) + p(− + 10) + p(+ + 11)

]
≤ 0. (5.7)

We note that if Alice and Bob believe they have complete measurement dependence, i.e.,

p(xy) = 0.25 ∀(x, y), then Eq. (5.7) reduces to

lp(+ + |00) − (1 − 3l)
[
p(+ − |01) + p(− + |10) + p(+ + |11)

]
≤ 0. (5.8)

It follows from [84] that invoking the PRBLG MDL inequality (5.7) in the tilted Hardy
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Figure 5.1: A two-dimensional slice of the no-signalling space with the MDL correla-
tions discussed in [7]. The blue line encloses the set of Bell-CHSH local correlations.
The green line encloses the quantum set. The black triangle encloses the no-signalling
distributions. For the case of h = 1 − 3l, the inequality (5.6) shifts from the Bell-CHSH
boundary to the no-signalling boundary via the red dotted line.

test [84], we obtain the ZRLH MDL inequality. The ZRLH MDL inequality is expressed

as

l[p(+ + |00) + wp(− − |00) −max{0,w}]

−(1 − 3l)[p(+ − |01) + p(− + |10) + p(+ + |11)] ≤ 0, (5.9)

where w is the tilting parameter taking real numbers in the range, w ∈ (−0.25, 1). We

call the quantum behaviors that violate Eqs. (5.8) and (5.9) as quantum nonlocal in the

presence of measurement dependence.

Distance measure to quantify measurement distinguishability

We discussed in Section 5.1 that the experimental statistics described by the joint proba-

bility distribution p(ab|xy) can be explained by λ ∈ Λ in the following form,

p(ab|xy) =
∫

dλp(ab|xyλ)p(λ|xy). (5.10)

The assumption of the measurement independence constrains the probability distribution

of measurement settings via

p(λ|xy) = p(λ). (5.11)
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Eq. (5.11) implies that no extra information about λ can be obtained from the knowledge

of x and y. This is equivalent to saying

p(xy|λ) =
p(λ|xy)p(xy)

p(λ)
= p(xy). (5.12)

Eq. (5.12) implies that Alice and Bob have complete freedom in choosing the measure-

ment settings x and y respectively. If x ∈ U ≡ {x1, x2} and y ∈ V ≡ {y1, y2}, measurement

dependence implies p(λ|x1, y1) , p(λ|x2, y2). Distinguishability between p(λ|x1, y1) and

p(λ|x2, y2) can be quantified using a distance measure defined in [9],

M =
∫

dλ|p(λ|x1, y1) − p(λ|x2, y2)|. (5.13)

We can express the probability to successfully distinguish p(λ|x1, y1) and p(λ|x2, y2) based

on the knowledge of λ as

F =
1
2

(
1 +

M
2

)
. (5.14)

When M = 0, we have F = 1
2 , which suggests that no additional information about the

hidden variable λ can be obtained from knowing the choice of measurement settings.

This observation is consistent with the maximum free will that Alice and Bob have while

choosing the measurement settings. Whereas for M = 2, we have F = 1, which suggests

that the complete information about the hidden variable λ can be obtained from knowing

the choice of the measurement settings. This observation is consistent with no free will

for Alice and Bob while choosing the measurement settings.

The local degrees of measurement dependence for Alice and Bob as introduced in [9] is

given by

M1 ≡ max
{∫

dλ|p(λ|x1, y1) − p(λ|x2, y1)|,
∫

dλ|p(λ|x1, y2) − p(λ|x2, y2)|
}
, (5.15)

M2 ≡ max
{∫

dλ|p(λ|x1, y1) − p(λ|x1, y2)|,
∫

dλ|p(λ|x2, y1) − p(λ|x2, y2)|
}
, (5.16)

M1 quantifies the measurement dependence for Alice’s settings keeping Bob’s settings
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⟨x1⟩ = cos(2ϕ); ⟨x2⟩ = 0;
⟨y1⟩ = cos(2ϕ) cos(µ); ⟨y2⟩ = cos(2ϕ) cos(µ);
⟨x1, y1⟩ = cos(µ); ⟨x1, y2⟩ = cos(µ);
⟨x2, y1⟩ = sin(2ϕ) sin(µ); ⟨x2, y2⟩ = − sin(2ϕ) sin(µ).

Table 5.2: The table presents the expectation values of operators from [11] that violate
the AMP tilted Bell inequality given in Eq. (5.34). The parameter µ := tan−1(sin(2ϕ)/α)
where ϕ is the state parameter and α is the tilting parameter in Eq. (5.34) as defined in [11].

fixed, and similarly the other way round for M2. The above parameters will be useful in

deriving the bounds on the AMP tilted Bell inequalities [11] in Section 5.4.

Comparison and discussion on implications of different measurement-

dependent LRHV inequalities

In this section, we check for the allowed values of measurement dependence parameter l

to ensure nonlocality of quantum behaviors that are used to obtain randomness. Consider

the quantum behavior in Table 5.2 that violates the AMP tilted Bell inequality (5.34). In

the limit of α→ ∞, close to two bits of randomness can be obtained from such a behavior

by violating the AMP tilted Bell inequality [11]. For the quantum behavior in Table 5.2,

the PRBLG MDL inequality (5.8) reduces to

l ≤
3αt + α cos(2ϕ)t − 2

√
2α sin2(ϕ) +

√
2(cos(4ϕ) − 1)

10αt + 4α cos(2ϕ)
(
t +
√

2
)
− 2
√

2
(
α + 3 sin2(2ϕ)

) (5.17)

where t =
√
−

cos(4ϕ)
α2 + 1

α2 + 2. In the limit of α → ∞, from Eq. (5.17) we have l ≤ 0.25.

We see that in the limit of α→ ∞ the quantum behavior in Table 5.2 does not violate any

PRBLG MDL inequality. For α = 1 (which is equivalent to Bell-CHSH inequality) and

ϕ = π
4 (the maximum violation of the Bell-CHSH inequality,) we see from Eq. (5.17) that

the quantum behavior in Table 5.2 violates the family of PRBLG MDL inequalities for

l > 0.2023.

We observe in Fig. 5.2 that for a fixed value of α, the range of the allowed values of

ϕ from Table 5.2 that violates the PRBLG MDL inequality given by Eq. (5.8) increases
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Figure 5.2: For α ∈ {1, 2}, we plot the range of the state parameter ϕ from Table 5.2
(ϕ = 1

2 sin−1(α tan µ)) that violates the PRBLG MDL inequality (given by Eq. (5.8)) for
different values of the measurement dependence parameter l.

with the increase in l. Also as α increases, for a particular value of l, there is a decrease

in the range of the allowed values of ϕ from Table 5.2 that violates the AMP tilted Bell

inequality. It was shown in [84] that the state ρg = |ψg⟩⟨ψg| (5.18) and measurement

settings {Ag
0, A

g
1, B

g
0, B

g
1} can be used to obtain close to 1.6806 bits of global randomness

(at θ ≈ 1.13557), where

|ψg⟩ = cos
(
θ

2

)
|00⟩ − sin

(
θ

2

)
|11⟩, (5.18)

Ag
0 = Bg

0 =
−
√

2 sin(θ)
√

sin(θ)
(2 − sin(θ))

√
sin(θ) + 1

σx +
−(sin(θ) + 2)

√
1 − sin(θ)

(2 − sin(θ))
√

sin(θ) + 1
σz, (5.19)

Ag
1 = Bg

1 =

√
2
√

sin(θ)
√

sin(θ) + 1
σx −

√
1 − sin(θ)
√

sin(θ) + 1
σz, (5.20)

such that θ = sin−1 (3 −
√

4w + 5) and Ag
x, B

g
y for x, y ∈ {0, 1} denote measurement settings

for Alice and Bob, respectively.
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Observation 4. Let us consider the quantum behavior given by the state ρg and measure-

ment settings {Ag
0, A

g
1, B

g
0, B

g
1}. For such behavior, the PRBLG MDL inequality given by

Eq. (5.8) reduces to

2l
(ξ − 1)2

(31ξ + w (4ξ − 34) − 69) +
2l(ξ − 5)

√
ξ − 2√

4 − ξ(ξ − 1)

√
−4w + 6ξ − 13

−
2(1 − 3l)

1 − ξ

(
8w − 10ξ +

√
ξ − 2 sin

(
2 sin−1 (3 − ξ)

)
√

4 − ξ
+ 22
)
≤ 0, (5.21)

where ξ =
√

4w + 5. On inspection we see that for all w ∈ (−0.25, 1), Eq. (5.21) re-

duces to l ≤ 0. The quantum behavior specified by the state ρg and measurement settings

{Ag
0, A

g
1, B

g
0, B

g
1} is nonlocal for l > 0.

For the given quantum behavior, the ZRLH MDL inequality (5.9) reduces to

1
2 (ξ − 1)

(
2l (−4w + 7ξ − 15) +

(1 − 3l)
√
ξ − 2 sin

(
2 sin−1 (3 − ξ)

)
√

4 − ξ

+8w − 10ξ + 22
)
− l max(0,w) ≤ 0. (5.22)

On inspection we see that for all w ∈ (−0.25, 1), Eq. (5.22) reduces to l ≤ 0.

That is, the quantum behavior given by state ρg and measurement settings {Ag
0, A

g
1, B

g
0, B

g
1}

violates both PRBLG and ZRLH MDL inequalities, and its quantum nonlocality can be

certified for all possible l > 0.

5.3 Imperfect detector and constrained free will

We model the detection units of Alice and Bob using a two-box approach following [13].

There is an inner box containing a quantum source generating bipartite quantum states

whose behavior is nonlocal under constrained free will but assuming that detectors are

perfect. Nonlocality of the quantum behavior in the inner box is tested by violation of a

given MDL inequality. The output of the inner box is quantum nonlocal behavior that vio-

lates a given MDL inequality. An outer box introduces the detector imperfections, namely
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the detection inefficiency and dark counts. The quantum nonlocal behavior obtained from

the inner box gets mapped at the outer box to the output behavior with detector imperfec-

tion parameters. The output behavior then undergoes an LRHV test, based on which we

are able to determine threshold values of detection inefficiency and dark counts such that

the given quantum nonlocal behavior can still be certified to be nonlocal with imperfect

detectors. A deviation from a two-box approach in [13] is the introduction of the mea-

surement dependence assumption to the working of the inner box. Alice and Bob have

access only to the input settings and the outputs of the outer box. We assume that either

party (Alice and Bob) has access to two identical detectors that can distinguish between

the orthogonal outputs.

The measurement outcomes for the inner box are labelled as aid and bid respectively.

We note that aid and bid can each take values from the set {+,−}. Introducing non-unit

detection efficiency, 0 ≤ η ≤ 1, and non-zero dark count probability, 0 ≤ δ ≤ 1 in

the outer box, the ideal two-outcome scenario becomes a 4-outcome scenario with the

addition of no-detection event Φ, and the dark-count event χ. These events are defined in

the following way:

Φ : One particle is sent to the party and none of the two detectors of that party click.

χ : One particle is sent to the party and both the detectors of the party click.

We label the measurement outcomes for Alice and Bob obtained from the outer box as

aob and bob respectively. We note that aob and bob can each take values from the set

{+,−, Φ, χ}. Furthermore, we assume that Alice and Bob’s detection units have identical

values for η and δ. The conditional probability of observing the outcome tob from the outer

box conditioned on observing tid in the ideal scale is given by p(tob|tid) with tob ∈ {aob, bob}

and tid ∈ {aid, bid}. The observed joint probabilities can then be expressed as [13]

p(aobbob|xy) =
∑

aid ,bid

p(aob|aid)p(bob|bid)p(aidbid|xy). (5.23)

We relax the free will assumption in the inner box by introducing the hidden variable
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λ ∈ Λ. Considering this assumption, p(aidbid|xy) is expressed as

p(aidbid|xy) =
∑
λ∈Λ

p(aidbid|xyλ)p(λ|xy). (5.24)

The hidden variable, λ (distributed according to p(λ)) provides an explanation of the

observed experimental statistics of the inner box. The distribution of settings that are

chosen by Alice and Bob depends on λ via the following relation,

p(xy) =
∑
λ∈Λ

p(xy|λ)p(λ). (5.25)

If we impose the locality condition from Eq. (5.3) on the experimental statistics of the

inner box, we arrive at the following factorisability constraint,

p(aidbid|xyλ) = p(aid|xλ)p(bid|yλ). (5.26)

Also, if we impose the measurement independence assumption from Eq. (5.4), we arrive

at the following constraint,

p(xy|λ) = p(xy) or equivalently, p(λ|xy) = p(λ). (5.27)

The output statistics of the outer box for imperfect detectors can depend on the output of

the inner box in the following four ways [13]:

i) No particle is detected on either of the detectors and no dark count detection event

takes place. We can then write the following:

p(aob|aid) = (1 − η)(1 − δ)2. (5.28)

ii) No particle is detected by the detector that should have detected it and a dark count

takes place in the other detector. We can then write the following:

p(aob|aid) = (1 − η)(1 − δ)δ. (5.29)
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iii) Either the particle is detected by one of the detectors and a dark count takes place in

the other detector or the particle is not detected and dark counts take place in both

the detectors. We can then write the following:

p(aob|aid) = ηδ + (1 − η)δ2

= δ[1 − (1 − η)(1 − δ)]. (5.30)

iv) Either the particle is detected and no dark count takes place or the particle is not

detected and a dark count takes place in the detector in which the particle should

have been registered. We can then write the following:

p(aob|aid) = η(1 − δ) + (1 − η)δ(1 − δ)

= (1 − δ)[1 − (1 − η)(1 − δ)]. (5.31)

The quantum nonlocal behavior obtained from the inner box after getting mapped to the

output behavior with detector imperfection parameters remains nonlocal if the behavior

obtained from the outer box violates the inequality [13]

p(+ + |00) + p(+ + |01) + p(+ + |10) − p(+ + |11) − pA(+|0) − pB(+|0) ≤ 0, (5.32)

where pA(o|s) and pB(o|s) are the probabilities of Alice and Bob to obtain the outcome o

on measuring s.

At first, let us assume there is a quantum source in the inner box that is generating

a bipartite quantum state whose behavior {p(aid, bid|xy)} violates the PRBLG MDL in-

equality given by Eq. (5.8) assuming that detectors are perfect. The quantum behavior

{p(aid, bid|xy)} obtained from the inner box gets mapped at the outer box to the behavior

{p(aob, bob|xy)} with the introduction of the detector inefficiency η and dark count proba-

bility δ. The behavior {p(aob, bob|xy)} is then inserted in Eq. (5.32) to obtain the critical

detector parameters using Algorithm 6. For a fixed value of δ we obtain the minimum

value of η that violates Eq. (5.32) using Algorithm 6. We abbreviate the left-hand side as
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LHS.

Algorithm 6 Critical detector parameters: PRBLG MDL inequality
1: Initialize:

l← parameter of Eq. (5.8)

2: for δ in range (0, 1) do

3: for η in range (0, 1) do

4: P(aid, bid|xy)← inner box quantum behavior

5: P(aob, bob|xy)← f (P(aid, bid|xy), δ, η)

6: obj← LHS of Eq. (5.32) for P(aob, bob|xy)

7: MDL← LHS of Eq. (5.8) for P(aid, bid|xy)

8: maximize: obj

9: such that: MDL > 0

10: opt← max value of obj

11: if opt > 0 then

12: print: δ, η

13: Break

We plot the critical values of η and δ obtained using Algorithm 6 in Fig. 5.3.

Observation 5. From Fig. 5.3, we see that the minimum value of η for a given δ takes the

highest value for l = 0 and decreases as l increases. For a fixed value of l, the minimum

value of η increases monotonically with the increase in dark count probability. We note

that for δ = 0, we have η ≈ 0.667 for all the values of l.

We next assume there is a quantum source in the inner box that is generating a bipartite

quantum state whose behavior {p(aid, bid|xy)} violates the ZRLH MDL inequality given

by Eq. (5.9) assuming that detectors are perfect. The quantum behavior {p(aid, bid|xy)}

obtained from the inner box gets mapped at the outer box to the behavior {p(aob, bob|xy)}

with the introduction of the detector inefficiency η and dark count probability δ. The

behavior {p(aob, bob|xy)} is then inserted in Eq. (5.32) to obtain the critical detector pa-

rameters using Algorithm 7. For a fixed value of δ we obtain the minimum value of η that

violates Eq. (5.32) using Algorithm 7. We abbreviate the left-hand side as LHS.
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Algorithm 7 Critical detector parameters: ZRLH MDL inequality
1: Initialize:

w← parameter of Eq. (5.9)

l← parameter of Eq. (5.9)
2: for δ in range (0, 1) do

3: for η in range (0, 1) do

4: P(aid, bid|xy)← inner box quantum behavior

5: P(aob, bob|xy)← f (P(aid, bid|xy), δ, η)

6: obj← LHS of Eq. (5.32)

7: MDL← LHS of Eq. (5.9)

8: maximize: obj

9: such that: MDL > 0.

10: opt← max value of obj

11: if opt > 0 then

12: print: δ, η

13: Break

We plot in Fig. 5.3, the critical values of η and δ from Algorithm 7 for w = 0.

Observation 6. The ZRLH MDL inequality given by Eq. (5.9) and the PRBLG MDL

inequality given by Eq. (5.8) reduce to the same inequality for l = 0 and is independent

of w. For l = 0, Eqs. (5.9) and (5.8) cannot be violated 2. For w = 0, Eqs. (5.9) and (5.8)

reduce to the same inequality, and their violation can happen only when l > 0 3. For

the case w = 0, we observe the same dependence for the threshold detector parameters

as seen from Fig. 5.3. We observe from Fig. 5.3 that for a fixed value of l, the minimum

2For l = 0, Eqs. (5.9) and (5.8) reduces to the inequality

−[p(+ − |01) + p(− + |10) + p(+ + |11)] ≤ 0

that is independent of w. The probabilities are always non-negative, and hence the above inequality can
never be violated

3For w = 0, violation of Eqs. (5.9) and (5.8) requires

l >
p(+ − |01) + p(− + |10) + p(+ + |11)

p(+ + |00) + 3[p(+ − |01) + p(− + |10) + p(+ + |11)]
,

i.e., l > 0 necessarily.
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Figure 5.3: In this figure we plot the minimum detection efficiency η as a function of
the dark count probability δ obtained using Algorithm 6. For each pair of (η, δ) in this
figure, there exists a quantum behavior {p(aid, bid|xy)} that violates Eq. (5.8). From such
a behavior, {p(aob, bob|xy)} is obtained by using the values of the pair (η, δ). The behavior
{p(aob, bob|xy)} violates Eq. (5.32). See Section 5.3.

detection efficiency increases monotonically with the dark count probability.

We comment here that using Algorithm 7, one can calculate the detector requirements

for other values of (w, l) not mentioned in this section. Next, we consider the state ρg

and measurement settings {Ag
0, A

g
1, B

g
0, B

g
1} with θ ≈ 1.13557. This choice of state and

measurement settings was shown to ensure 1.6806 bits of global randomness in [84].

Observation 7. Consider the quantum source in the inner box generates bipartite quan-

tum state ρg. Let Alice and Bob choose the measurement settings {Ag
0, A

g
1, B

g
0, B

g
1}, with

θ ≈ 1.13557. With this choice of state and measurement settings, we obtain the quan-

tum behavior {p(aid, bid|xy)} assuming that the detectors are perfect. The output behavior

{p(aob, bob|xy)} obtained from the outer box is evaluated using Eq. (5.23). The behavior

{p(aob, bob|xy)} is nonlocal if we have a violation of the inequality

δη[δ(9.50424δ − 4δ2 − 9.00848) + 4.25636] + η2[δ(2δ3 − 5.50424δ2 + 5.82473δ

−3.13675) + 0.816258] + 2δ(δ − 1)(δ2 − δ + 1) − 0.752119η ≤ 0. (5.33)
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Figure 5.4: In this figure we plot the detector parameters η and δ for which the behavior
{p(aob, bob|xy)} produced in the outer box is quantum nonlocal when the quantum behavior
{p(aid, bid|xy)} is produced in the inner box using the state ρg and measurement settings
{Ag

0, A
g
1, B

g
0, B

g
1} for θ ≈ 1.13557.

The allowed values of the pair (η, δ) for which p(aob, bob|xy) is quantum nonlocal shown

in Fig. 5.4. In Fig. 5.4 we observe that for δ = 0 the minimum detection efficiency ηcrit ≈

0.92 is required to ensure p(aob, bob|xy) is quantum nonlocal. We also observe that ηcrit

increases monotonically with increase in δ.

5.4 The Tilted Bell inequality

The AMP tilted Bell inequality is given as [11]

Iβα := β⟨x1⟩ + α⟨x1y1⟩ + α⟨x1y2⟩ + ⟨x2y1⟩ − ⟨x2y2⟩ ≤ β + 2α. (5.34)

It plays an important role in (a) demonstrating the inequivalence between the amount of

certified randomness and the amount of nonlocality [11], (b) self-testing of all bipartite

pure entangled states [174], (c) protocol for device-independent quantum random num-

ber generation with sublinear amount of quantum communication [175], (d) unbounded

randomness certification from a single pair of entangled qubits with sequential measure-



5.4 The Tilted Bell inequality 115

ments [176].

Modified local bound for the AMP tilted Bell inequality

We consider the AMP tilted-Bell inequality introduced in [11] and given by,

Iβα = β⟨x1⟩ + α⟨x1y1⟩ + α⟨x1y2⟩ + ⟨x2y1⟩ − ⟨x2y2⟩ (5.35)

The determinism assumption states that the measurement outcomes are deterministic

functions of the choice of settings and the hidden variable λ, i.e., a = A(x, λ) and b =

B(x, λ) with p(a|xλ) = δa,A(x,λ) and p(b|yλ) = δb,B(y,λ). If we assume that the choice of the

measurement settings on the side of Alice and Bob can depend on some hidden variable,

λ, the correlations of Alice and Bob can be expressed as

⟨xy⟩ =
∫

dλp(λ|x, y)A(x, λ)B(y, λ). (5.36)

The correlation function of Alice can also be written as

⟨x⟩ =
∫

dλp(λ|x)A(x, λ). (5.37)

Applying Eq. (5.36) and Eq. (5.37) to Eq. (5.35) we have

Iβα = β

∫
dλp(λ|x1)A(x1, λ) + α

∫
dλp(λ|x1, y1)A(x1, λ)B(y1, λ)

+ α

∫
dλp(λ|x1, y2)A(x1, λ)B(y2, λ) +

∫
dλp(λ|x2, y1)A(x2, λ)B(y1, λ)

−

∫
dλp(λ|x2, y2)A(x2, λ)B(y2, λ). (5.38)

Adding and subtracting the terms

α

∫
dλp(λ|x1, y2)A(x1, λ)B(y1, λ) and∫

dλp(λ|x2, y2)A(x2, λ)B(y1, λ)
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to Eq. (5.38) we obtain

Iβα = β

∫
dλp(λ|x1)A(x1, λ) + α

∫
dλA(x1, λ)B(y1, λ)

[
p(λ|x1, y1) − p(λ|x1, y2)

]
+

∫
dλA(x2, λ)B(y1, λ)

[
p(λ|x2, y1) − p(λ|x2, y2)

]
+ α

∫
dλp(λ|x1, y2)

[
A(x1, λ)B(y2, λ) + A(x1, λ)B(y1, λ)

]
−

∫
dλp(λ|x2, y2)

[
A(x2, λ)B(y2, λ) − A(x2, λ)B(y1, λ)

]
. (5.39)

We observe that Eq. (5.39) is bounded by Iβα ≤ max[T1] + max[T2] + max[T3]. We also

note that as p(λ|x1) is a normalised probability distribution,
∫

dλp(λ|x1) = 1. This implies

that the maximum value of the quantity β
∫

dλp(λ|x1)A(x1, λ) is given by β when A(x1, λ)

is set to 1. With these observations, T1 can be simplified as

T1 = β

∫
dλp(λ|x1)A(x1, λ)

+α

∫
dλA(x1, λ)B(y1, λ)

[
p(λ|x1, y1) − p(λ|x1, y2)

]
≤ β + αM2. (5.40)

where we have set B(y1, λ) = 1. To evaluate the maximum value of T2 we set A(x2, λ) = 1

and obtain

T2 =

∫
dλA(x2, λ)B(y1, λ)

[
p(λ|x2, y1) − p(λ|x2, y2)

]
≤ M2. (5.41)

We evaluate T3 as follows,

T3 = α

∫
dλp(λ|x1, y2)

[
A(x1, λ)B(y2, λ) + A(x1, λ)B(y1, λ)

]
−

∫
dλp(λ|x2, y2)

[
A(x2, λ)B(y2, λ) − A(x2, λ)B(y1, λ)

]
=

∫
dλA(x1, λ)B(y2, λ)

[
αp(λ|x1, y2) − p(λ|x2, y2)

A(x2, λ)
A(x1, λ)

]
+

∫
dλA(x1, λ)B(y1, λ)

[
αp(λ|x1, y2) + p(λ|x2, y2)

A(x2, λ)
A(x1, λ)

]
. (5.42)
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To get the maximum value of T3, we set the values of A(x1, λ), B(y1, λ), A(x1, λ), B(y2, λ)

to one. This then implies,

T3 =

∫
dλ
[
αp(λ|x1, y2) − p(λ|x2, y2)

]
+

∫
dλ
[
αp(λ|x1, y2) + p(λ|x2, y2)

]
. (5.43)

We evaluate the first term of the Eq. (5.43) as

∫
dλ
[
αp(λ|x1, y2) − p(λ|x2, y2)

]
=

∫
dλ
[
αp(λ|x1, y2) − αp(λ|x2, y2) + αp(λ|x2, y2) − p(λ|x2, y2)

]
(5.44)

=

∫
dλ
[
α
(
p(λ|x1, y2) − p(λ|x2, y2)

)
+ (α − 1)p(λ|x2, y2)

]
(5.45)

= α

∫
dλ
[
p(λ|x1, y2) − p(λ|x2, y2)

]
+ (α − 1)

∫
dλp(λ|x2, y2). (5.46)

In Eq. (5.46) we note that

α

∫
dλ
(
p(λ|x1, y2) − p(λ|x2, y2)

)
≤ αM1.

We note that as p(λ|x2, y2) is a normalised probability distribution,
∫

dλp(λ|x2, y2) = 1.

This then implies

∫
dλ
[
αp(λ|x1, y2) − p(λ|x2, y2)

]
≤ αM1 + α − 1, (5.47)

which on simplification reduces to

∫
dλ
[
αp(λ|x1, y2) − p(λ|x2, y2)

]
≤ α(M1 + 1) − 1. (5.48)
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We proceed in the same way for the second term in Eq. (5.43) as follows,

∫
dλ
[
αp(λ|x1, y2) + p(λ|x2, y2)

]
=

∫
dλ
[
αp(λ|x1, y2) + αp(λ|x2, y2) − αp(λ|x2, y2) + p(λ|x2, y2)

]
(5.49)

=

∫
dλα
[
p(λ|x1, y2) + p(λ|x2, y2)

]
− (α − 1)

∫
dλp(λ|x2, y2) (5.50)

= α

∫
dλ
[
p(λ|x1, y2) + p(λ|x2, y2)

]
+ (1 − α)

∫
dλp(λ|x2, y2). (5.51)

We note that as p(λ|x1, y2), p(λ|x2, y2) are normalised probability distributions,
∫

dλp(λ|x1, y2) =

1 and
∫

dλp(λ|x2, y2) = 1. This then implies

∫
dλ
[
αp(λ|x1, y2) + p(λ|x2, y2)

]
= α + 1. (5.52)

If we insert Eq. (5.48) and Eq. (5.52) in Eq. (5.43), we obtain

T3 ≤ α(M1 + 2). (5.53)

Now combining Eq. (5.40), Eq. (5.41) and Eq. (5.53), we have the bound on Iβα as

Iβα ≤ T1 + T2 + T3 (5.54)

≤ β + αM2 + M2 + α(M1 + 2) (5.55)

≤ β + 2α + αM1 + (α + 1)M2 (5.56)

≤ β + 2α + α(M1 + M2) + M2. (5.57)

We again start by considering Eq. (5.38) as

Iβα = β

∫
dλp(λ|x1)A(x1, λ) + α

∫
dλp(λ|x1, y1)A(x1, λ)B(y1, λ)

+ α

∫
dλp(λ|x1, y2)A(x1, λ)B(y2, λ) +

∫
dλp(λ|x2, y1)A(x2, λ)B(y1, λ)

−

∫
dλp(λ|x2, y2)A(x2, λ)B(y2, λ). (5.58)
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Adding and subtracting the terms α
∫

dλp(λ|x2, y1)A(x1, λ)B(y1, λ) and α
∫

dλp(λ|x2, y2)A(x1, λ)B(y2, λ)

to Eq. (5.38) we obtain

Iβα = β

∫
dλp(λ|x1)A(x1, λ) + α

∫
dλA(x1, λ)B(y1, λ)

[
p(λ|x1, y1) − p(λ|x2, y1)

]
+α

∫
dλA(x1, λ)B(y2, λ)

[
p(λ|x1, y2) − p(λ|x2, y2)

]
+

∫
dλA(x2, λ)B(y1, λ)

[
p(λ|x2, y1) −

B(y2, λ)
B(y1, λ)

p(λ|x2, y2)
]

+α

∫
dλA(x1, λ)B(y1, λ)

[
p(λ|x2, y1) +

B(y2, λ)
B(y1, λ)

p(λ|x2, y2)
]
. (5.59)

We observe that Eq. (5.59) is bounded by Iβα ≤ max[t1] +max[t2] +max[t3]. We also note

that as p(λ|x1) is a normalised probability distribution,
∫

dλp(λ|x1) = 1. This implies that

the maximum value of the quantity β
∫

dλp(λ|x1)A(x1, λ) then takes the value of β when

A(x1, λ) is set to 1. With these observations, t1 can be simplified as,

t1 = β

∫
dλp(λ|x1)A(x1, λ)

+α

∫
dλA(x1, λ)B(y1, λ)

[
p(λ|x1, y1) − p(λ|x2, y1)

]
≤ β + αM1. (5.60)

Similarly, t2 can be simplified as

t2 = α

∫
dλA(x1, λ)B(y2, λ)

[
p(λ|x1, y2) − p(λ|x2, y2)

]
≤ αM1, (5.61)

and for t3, we have the expression

t3 =

∫
dλA(x2, λ)B(y1, λ)

[
p(λ|x2, y1) −

B(y2, λ)
B(y1, λ)

p(λ|x2, y2)
]

+α

∫
dλA(x1, λ)B(y1, λ)

[
p(λ|x2, y1) +

B(y2, λ)
B(y1, λ)

p(λ|x2, y2)
]
. (5.62)

We set the values of A(x1, λ), B(y1, λ), A(x2, λ), B(y2, λ) to one and obtain

t3 =

∫
dλ
[
p(λ|x2, y1) − p(λ|x2, y2)

]
+ α

∫
dλ
[
p(λ|x2, y1) + p(λ|x2, y2)

]
. (5.63)
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The first term in Eq, (5.63) is bounded by

∫
dλ
[
p(λ|x2, y1) − p(λ|x2, y2)

]
≤ M2. (5.64)

We note that as p(λ|x2, y1) and p(λ|x2, y2) are normalised probability distribution,
∫

dλp(λ|x2, y1) =

1 and
∫

dλp(λ|x2, y2) = 1. Eq. (5.63) is then expressed as

t3 ≤ M2 + 2α. (5.65)

Now combining the values of t1, t2 and t3, we have the bound on Iβα as

Iβα ≤ t1 + t2 + t3 (5.66)

≤ β + αM1 + αM1 + M2 + 2α (5.67)

≤ β + 2α + 2αM1 + M2. (5.68)

We note that the bound on Iβα must be the minimum of Eqs. (5.57) and (5.68) and is

expressed as

Iβα ≤ β + 2α + α[M1 +min{M1,M2}] + M2. (5.69)

We observe that for the case of β = 0 and α = 1,

I0
1 ≤ 2 + M1 + M2 +min{M1,M2}, (5.70)

which is in agreement with that obtained in [10]. We note that the maximum value that

Iβα [Eq. (5.35)] can take is β + 2α + 2 (We get this bound by setting ⟨x1⟩ = 1, ⟨x1y1⟩ = 1,

⟨x1y2⟩ = 1, ⟨x2y1⟩ = 1, ⟨x2y2⟩ = −1) and arrive at

Iβα ≤ β + 2α +min{α(M1 +min{M1,M2}) + M2, 2}. (5.71)

In the following proposition, we obtain the bound on Iβα when the measurement indepen-

dence assumption is relaxed (see Appendix 5.4 for proof).

Proposition 6. The AMP tilted Bell expression Iβα in the presence of locality and the
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relaxed measurement independence is bounded by

Iβα ≤ β + 2α +min{α(M1 +min{M1,M2}) + M2, 2}, (5.72)

where M1 and M2 are the measurement dependence parameters for Alice and Bob.

Comparison of one-sided and two-sided measurement dependence to

ensure quantum representation

Let Alice and Bob have free will in choosing the measurement settings, then the maximum

violation of Iβα obtained by quantum nonlocal behaviors is given by [11]

Iβα ≤ 2

√
(1 + α2)(1 +

β2

4
). (5.73)

As direct consequences of Proposition 6, we have the following corollaries.

Corollary 1. When M1 = M2 = M, the quantum nonlocal behaviors that maximally vi-

olate Eq. (5.34) with the amount of violation given by the RHS of Eq. (5.73), remains

nonlocal for

M <
−2α − β +

√
(1 + α2)(4 + β2)

1 + 2α
. (5.74)

For α = 1 and β = 0 (the Bell-CHSH inequality), Eq. (5.74) reduces to M < 2
3 (
√

2 − 1) ≈

0.276 and is consistent with the observation in [10].

Corollary 2. When M1 = 0 and M2 = M, the quantum nonlocal behaviors that maximally

violate Eq. (5.34) with the amount of violation given by the RHS of Eq. (5.73), remains

nonlocal for

M < −2α − β +
√

(1 + α2)(4 + β2). (5.75)

For β = 0 and α = 1 (the Bell-CHSH inequality), Eq. (5.75) reduces to M < 2(
√

2 − 1) ≈

0.828 and is consistent with the observation in [10].

Corollary 3. When M1 = M and M2 = 0, the quantum nonlocal behaviors that maximally

violate Eq. (5.34) with the amount of violation given by the RHS of Eq. (5.73), remains
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nonlocal for

M <
1
α

(−2α − β +
√

(1 + α2)(4 + β2)). (5.76)

For β = 0 and α = 1 (the Bell-CHSH inequality), Eq. (5.76) reduces to M < 2(
√

2 − 1) ≈

0.828 and is consistent with the observation in [10].
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Figure 5.5: In this figure, we consider β = 0 and plot the maximum values of the measure-
ment dependence parameter M as a function of the tilting parameter α in Eq.(5.34). The
values of M and α in this figure ensure that the quantum nonlocal behaviors that max-
imally violate Eq. (5.34) remain nonlocal for the cases of (a) both-sided measurement
dependence (in orange) (b) only Alice has measurement dependence (in dotted blue line)
(c) only Bob has measurement dependence (in the dashed red line.)

In Fig. 5.5, we plot an upper bound on M as a function of α for MDL violating behaviors

when β = 0 and α ≥ 1. The values of M and α from Fig. 5.5 ensure that the quantum

nonlocal behaviors that maximally violate Eq. (5.34) remain nonlocal in the presence of

measurement dependence.

We observe in Fig. 5.5 that for β = 0 and α ≥ 1, the introduction of one-sided measure-

ment dependence allows for higher values of M (implying a lower degree of freedom-

of-choice) as compared to introducing both-sided measurement dependence. Also, for

the case of one-sided measurement dependence, Alice can have higher values of M as

compared to Bob.
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Bounds on the measurement dependence for testing nonlocality

We observe in Proposition 6 that in the presence of relaxed measurement dependence, the

behaviors {p(ab|xy)}, that violates Eq. (5.77) are nonlocal.

Iβα ≤ β + 2α +min{α(M1 +min{M1,M2}) + M2, 2} (5.77)

In the following, we discuss some of the cases where Eq. (5.77) can be violated.

a. We consider a situation when both Alice and Bob have the same measurement de-

pendence, we have M1 = M2 = M. For this case, violating Eq. (5.77) requires

Iβα > β + 2α +min{(2α + 1)M, 2}. (5.78)

If (2α+1)M ≥ 2, Iβα reaches the no-signalling boundary. Whereas, if (2α+1)M < 2,

then Eq. (5.78) reduces to inequality

M <
Iβα − β − 2α

2α + 1
. (5.79)

b. We consider the situation where only Bob has measurement dependence; we have

M1 = 0,M2 = M. For this case, violating Eq. (5.77) requires

Iβα > β + 2α +min{M, 2}. (5.80)

If M = 2, Iβα reaches the no-signalling boundary. Whereas, if M < 2, then Eq. (5.80)

to the inequality

M < Iβα − β − 2α. (5.81)

c. We consider the situation where only Alice has measurement dependence; we have

M1 = M,M2 = 0. For this case, violating Eq. (5.77) requires

Iβα > β + 2α +min{αM, 2}. (5.82)
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Figure 5.6: In this figure, we plot the values of the measurement dependence parameters
M1 and M2 for which the violation of Eq. (5.34) given by Iβα = I′(α = 1, β = 8,P′) ∈
{10.83, 11.66, 11.83, 12.00} cannot be described by a deterministic MDL model. The cor-
relations violating Eq. (5.34) with (a) Iβα = 12.00 belong to the no-signalling boundary
(shown enclosed by the red line) (b) Iβα = 11.66 belong to the quantum boundary (shown
enclosed by the dashed yellow line) (c) Iβα = 10.83 belong to the quantum set (shown
enclosed by dotted blue line), and (d) Iβα = 11.83 belong to the no-signalling set (shown
enclosed by the dot-dashed purple line). The black line in the figure denotes equal values
of M1 and M2 in the regions (a), (b), (c), and (d).

If αM ≥ 2, Iβα reaches the no-signalling boundary. Whereas if αM < 2, then

Eq. (5.82) reduces to the inequality

M <
Iβα − β − 2α

α
. (5.83)

We note that for α = 1 and β = 0, i.e., for the Bell-CHSH inequality, the values of M1 and

M2 that violates Eq. (5.77) are in agreement with that obtained in [10].

Consider there exists some behavior P′ = {p′(ab|xy)} that violates Eq. (5.34) with the

amount of violation given by Iβα = I′(α, β,P′). For α = 1, β = 8, we show in Fig. 5.6

the possible values of measurement dependence parameters M1 and M2 for which the

amount of violation of Eq. (5.34) given by I′ cannot be described by a deterministic

measurement dependent local model. The plots for the other combinations of (α, β) are

given in Appendix 5.4.
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Bounds on the measurement dependence to certify nonlocality

Figure 5.7: In this figure, we plot the values of the measurement dependence parameters
M1 and M2 for which the violation of Eq. (5.34) given by Iβα = I′(α = 1, β = 0,P′) ∈
{4.00, 3.42, 2.83, 2.42} cannot be described by a deterministic MDL model. The correla-
tions violating Eq. (5.34) with (a) Iβα = 4.00 belong to the no-signalling boundary (shown
enclosed by red) (b) Iβα = 2.83 belong to the quantum boundary (shown enclosed by the
dashed yellow line) (c) Iβα = 2.42 belong to the quantum set (shown enclosed by blue dot-
ted), and (d) Iβα = 3.42 belong to the no-signalling set (shown enclosed by the dot-dashed
purple line). The black line in the figure denotes equal values of M1 and M2 in the regions
(a), (b), (c), and (d).

We observe in Proposition 6 that in the presence of relaxed measurement dependence, the

behaviors {p(ab|xy)}, that violates Eq. (5.84) are nonlocal.

Iβα ≤ β + 2α +min{α(M1 +min{M1,M2}) + M2, 2} (5.84)

Consider there exists some behavior P′ = {p′(ab|xy)} that violates Eq. (5.34) with the

amount of violation given by Iβα = I′(α, β,P′). We show in Fig. 5.7 the possible values

of measurement dependence parameters M1 and M2 for which the amount of violation

of Eq. (5.34) given by I′ cannot be described by a deterministic measurement dependent

local model. We observe that Fig. (5.7) agrees with that obtained in [10].
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5.5 Discussion

In this chapter, two different approaches in quantifying measurement dependence via pa-

rameters l and (M1,M2) from standard literature are presented. A bound on these param-

eters for certifying nonlocality of different behaviors is obtained. It is observed that the

behavior certifying close to 2 bits of randomness remains measurement-dependent nonlo-

cal only in the limit of complete measurement independence, i.e., in the limit of l→ 0.25.

The behavior that provides 1.6806 bits of global randomness from the violation of the

tilted Hardy relations is measurement-dependent nonlocal for arbitrarily small values of

l.

Deviating from the conventional approach of assuming perfect detectors, we present a

framework to determine the threshold values of the detector parameters that are robust

enough to certify nonlocality of given quantum behaviors. This is an important step to-

wards experimentally obtaining nonlocality in the presence of relaxed measurement inde-

pendence. For an illustration, we presented the critical requirements for generating 1.6806

bits of tilted-Hardy certified global randomness. The detector parameters obtained from

this study are expected to have important applications in experimentally implementing

various information-processing tasks that rely on quantum nonlocality as a resource.

The modified analytical bound on the AMP tilted Bell inequality in terms of M1 and

M2 has been obtained. Using the analytical bound, the bounds on M1 and M2 to ensure

quantumness and nonlocality are observed. It is observed that one-sided measurement

dependence is more advantageous from the point of view of the user as compared to

two-sided measurement dependence. The analytical bound obtained is expected to have

applications in self-testing of quantum states and other device-independent information

processing protocols like randomness generation and secure communication.



CHAPTER 6

SUMMARY AND OUTLOOK

“Vivere est Cogitare.”

— Marcus Tullius Cicero
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6.1 Summary

The power of abstraction in graph (network) theory [99, 105] that provides a general for-

malism to analyze networks without getting into specific details of implementation [106],

motivates the use of graph-theoretic tools in analyzing the scalability and robustness of a

global scale quantum Internet. Focusing on the robustness of networks, we present figures

of merit for comparing different network topologies. We also apply ideas from percola-

tion theory [108–110] to discuss the robustness of networks formed when performing a

class of information processing tasks over any lattice network (sufficiently large graph).

One might find the level of abstraction quite high. However, it is justified by the fact

that we consider a system, be it a network or processor, as the one after any technologi-

cal improvement involving repeater techniques or fault-tolerant quantum computing. No

matter how they are defined, the resulting output state will never be ideal but can only be

close to ideal at best. For example, in some cases of practical interests, these final states

can be modelled (in the case of links) as an isotropic state: an ideal maximally entangled

state mixed with the maximally mixed state (a useless noisy state) with some non-zero

probability.

Considering the currently available quantum processors by Google [39], IBM [37, 120]

and Rigetti [38] as real-world instances of graphical networks, we observe that the 54-

qubit square topology of the Sycamore processor developed by Google [39] has the high-

est node connection strength and the lowest link sparsity. With the possibility of having a

1024-qubit quantum processor in the future, we extend the 54-qubit Sycamore processor

layout to include 1024 qubits and present its figures of merit.

The information-processing tasks that will be implemented using the quantum Internet

will determine its structure. The building blocks for the structure of any network are the

elementary links connecting two nodes of the network. It is, therefore, important to assess

the limitations at the elementary link scale. To do this, we present the critical success

probability of the elementary links for performing some desired information processing

tasks. Extending to a more general repeater-based network with memory, we present a
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trade-off between the channel length and time spent at the nodes such that the state shared

by the end nodes remains useful for various tasks.

There is a strong motivation to enable remote places to securely access quantum proces-

sors via the quantum Internet and perform delegated quantum computing [132–134] over

the quantum Internet as it is less resource extensive on the individual user. To illustrate

this, we may assume an instance where a user with limited computing resources in Banga-

lore requests to securely access the IBM Quantum Hub at Poznań [167] via the quantum

Internet. Enabling secure access requires the sharing of entangled states among distant

nodes [4, 125, 127, 177–180] along with performing secure cryptographic tasks against

adversaries. We present limitations involved in implementing these tasks. In particular,

we present limitations on using isotropic state [94] for distilling secret keys via DI-QKD

protocols [28, 29] over the quantum Internet. We provide upper bounds on the number

of elementary links between the end nodes for performing secure communication and

information-processing tasks.

We show that a region of a (possibly infinite) network has a bounded size (graph theo-

retically bounded diameter). Namely, any two nodes can be connected by entanglement

swapping to produce a device-independent key by so-called standard protocols only if the

nodes are closer to each other than the critical distance dDIQKD
crit , which is always finite. It

is a consequence of the recently discovered fact that even states exhibiting quantum non-

locality may have zero device-independent key secure against quantum adversary [160].

Our result can be phrased as no-percolation for DI-QKD networks in graph-theoretic lan-

guage.

Assuming some scheme can mitigate losses and improve transmittance over a quantum

channel (see Assumption 1), we present limitations on the scalability of networks for per-

forming quantum communication and implementing DI-QKD protocols. In particular, we

present limitations on performing DI-QKD between two end nodes at a continental scale

of distances and connected by repeater-based elementary links of metropolitan scale (see

Example 4). Considering performing quantum communication over a lattice with optical

fiber-based elementary links, we present limitations on its scalability (see Observation 2).
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These illustrate how far the current technology is from designing quantum networks for

information processing tasks.

For long-distance communication over the continental scale of (order of 1000 km) dis-

tances, the losses in transmission of optical signals over free space are significantly lower

as compared to an optical fiber (see Fig. A.3), making it better suited for distributing

entangled states between far-off places. In this work, we present practical bottlenecks in

realising such networks (see Fig. 4.14 and 4.15). As a potential application of the satellite-

based network, we present the entanglement yield (see Fig. 4.18) and figures of merit of

a global mesh network having 3462 major airports across the globe as nodes and 25482

airplane routes as edges connecting the major airports in the world. For such an airport

network, we present the entanglement yield considering currently available and desirable

technology available in the future. Looking at short-distance communication over the re-

gional scale (order of 100 km), we present an instance of secure communication between

a central agency and end parties. It may be desirable here for the central agency to prevent

direct communication between the end parties. We consider a fiber-based star network for

this task and present bottlenecks in its implementation (see Fig. 4.19).

Certain underlying network tasks need to be performed to implement secure communi-

cation and share entanglement between the end nodes. We present algorithms for imple-

menting these network tasks. An important task is constructing the network structure to

connect groups of network nodes. Once we obtain the network structure, we need the

network path connecting two end nodes to enable sharing of resources among them. In

a general network, buffer nodes connecting multiple input and output channels may be

present. The input channels may request to store resources at the buffer nodes, while the

output channels may request to extract resources stored in them. A strategy is required to

allocate resources to and from the buffer nodes in the network. We provide algorithms to

perform these network tasks.

Focusing on the point-to-point networks, we analyze the implications of imperfect de-

tectors and constrained free will on the test of quantum nonlocal correlations. We adapt

the approach discussed in [13] to model imperfect detectors for the Bell experiment as
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a sequential application of a perfectly working inner box followed by a lossy outer box.

The inner box contains a quantum source whose behavior is nonlocal under constrained

free will, i.e., violates certain measurement-dependent LRHV inequality. The outer box

separately introduces detector inefficiency and dark counts for each party. Using this

model, we determine the threshold values of the detector parameters that make detectors

robust for testing of quantum nonlocality under constrained free will (e.g., see Fig. 5.3

with details in Section 5.3). Next for the scenario of perfect detectors, we compare the

implications of two different approaches presented in [7] and [9] to quantify measure-

ment dependence (a) by bounding the probability of choosing the measurement settings

x (for Alice’s side) and y (for Bob’s side) conditioned on a hidden variable λ to be in

the range [l, 1 − 3l] [7] and (b) by using a distance measure M to quantify measurement

settings distinguishability [9]. This comparison is made in the 2 (party) - 2 (measure-

ment settings per party) - 2 (outcome per measurement) scenario and their effects on the

certification of the nonlocality. We also introduce a new set of measurement-dependent

LRHV (MDL) inequalities by introducing distance-based measurement-dependent quan-

tity in adapted AMP tilted Bell inequality [11] and discuss implications and trade-off

between measurement dependence parameters and tilted parameters for the certification

of quantum nonlocal correlations.

6.2 Outlook

The analysis presented in this thesis opens up many prospects for future works. We dis-

cuss some of them next.

1. A possible future direction will be to analyze the practical limitations and de-

sign distributed algorithms for the simultaneous allocation of multi-party resources

among the end users while providing certain guarantees, such as fair treatment for

the users. A step towards that direction could be to analyze the repeater-based

mesh network topology for entanglement distribution using the theory of deci-

sion processes [181] and reinforcement learning techniques [182] building on prior
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works [125, 127].

2. We have analysed the limitations of sharing nonlocality between the two nodes

when an adversary biases the choice of measurement setting and the detection units

of the two nodes. In our analysis, we have limited ourselves to the simplest sce-

nario of each party having two measurements, each producing one of two possible

outcomes. The natural next step would be to analyze the implications of measure-

ment dependence in multipartite Bell-type inequalities [65, 74] for the certification

of multipartite nonlocality and device-independent conference keys [183–185].

3. We have compared two approaches in standard literature to quantify the adversarial

role in the choice of measurement settings for Alice and Bob. The first approach in-

volves bounding the probability of choice of measurement settings conditioned on

a hidden variable to be in a specific range [7,8] while the second approach involves

quantifying the measurement dependence using a distance measure [9, 10, 83]. We

have also modelled the biased detectors as a sequential application of a perfectly

working inner box followed by a lossy outer box. In our model, the inner box con-

tains a quantum source whose behaviour is nonlocal under constrained free will

(violates an MD-LRHV inequality). The outer box introduces imperfections sep-

arately. A future direction would be unifying the two approaches of measurement

dependence along with the model of imperfect detectors and obtaining a certifying

inequality whose violation/validation would certify nonlocality in the presence of

an adversary who biases the measurement settings and detection units.

4. We have observed that the behavior certifying close to 2 bits of randomness remains

measurement-dependent nonlocal only in the limit of complete measurement inde-

pendence, i.e., in the limit of l → 0.25. The behavior that provides 1.6806 bits of

global randomness from the violation of the tilted Hardy relations is measurement-

dependent nonlocal for arbitrarily small values of l. An important future direction

would be to explore the possibility of obtaining an inequality that provides close to

two bits of global randomness (in the 2-2-2 scenario) in the limit of arbitrarily low

measurement dependence.
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A.1 Dual rail encoding of photons

In the dual rail encoding scheme [186], the qubits are encoded using the optical modes1

of photons. The computational basis of the photonic qubit system A encoded in the polar-

ization modes m1 and m2 is given by

|H⟩A → |1, 0⟩l1,l2 , |V⟩A → |0, 1⟩l1,l2 . (A.1)

A pure state |ψ⟩A of the qubit system can be expressed in such a computational basis as

|ψ⟩A = α|1, 0⟩l1,l2 + β|0, 1⟩l1,l2 (A.2)

= α|H⟩A + β|V⟩A, (A.3)

where α, β ∈ C and |α|2 + |β|2 = 1. The bipartite entangled state Ψ+AB is expressed as

Ψ+AB = |Ψ
+⟩⟨Ψ+|AB where |Ψ+⟩AB =

1
√

2
(|HH⟩AB + |VV⟩AB).

1An optical mode of the photon is defined by the state space consisting of a superposition of number
states.
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A.2 Two qubit Bell measurement on isotropic states

Let there be a measurement station that performs standard Bell measurement on the halves

of two-qubit isotropic states ρI
A1A′1

(p′(λ), 2) and ρI
B1B′1

(p′(λ), 2), where

ρI
AB(p′(λ), 2) := λΨ+AB + (1 − λ)

1AB

4
. (A.4)

We call λ the visibility of the isotropic state ρI
AB(p′(λ), 2). Let the success probability

of a standard Bell measurement be q. We denote the action of the noisy standard Bell

measurement channel as

EA′1B′1→IAI′AIBI′B

(
ρI

A1A′1
(p′(λ), 2) ⊗ ρI

B1B′1
(p′(λ), 2)

)
=
λ2q
4

[
Ψ−A1B1

⊗ |00⟩⟨00|IAIB + Ψ
+
A1B1
⊗ |11⟩⟨11|IAIB +Φ

−
A1B1
⊗ |22⟩⟨22|IAIB

+Φ+A1B1
⊗ |33⟩⟨33|IAIB

]
⊗ |00⟩⟨00|I′AI′B

+(1 − λ2)q
1A1B1

4
⊗

1
4

3∑
i=0

|ii⟩⟨ii|IAIB ⊗ |00⟩⟨00|I′AI′B

+(1 − q)
1A1B1

4
⊗ | ⊥⟩⟨⊥ |IAIB ⊗ |11⟩⟨11|I′AI′B . (A.5)

The flag state |11⟩⟨11|I′AI′B indicates error in the standard Bell measurement with a prob-

ability (1 − q) and the state 1A1B1
4 is left on HA1B1 . The flag state |00⟩⟨00|I′AI′B indicates a

successful standard Bell measurement with probability q. If error corrections are possible

post-Bell measurement, then from a single use of repeater, we have the state

ρI
AB(p(qλ2), 2) = qλ2 Ψ+AB + (1 − qλ2)

1AB

4
. (A.6)
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A.3 Sparsity Index

Taking motivation from the Gini Index of network graphs [116] and using the definition

of the connection strength of the nodes in a network, we define the sparsity index of the

network.

Definition 22. Consider the plot with the cumulative sum of the number of nodes in the

network N(G(V,E)) along the horizontal axis and the cumulative sum of ζi(G)s along the

vertical axis. The sparsity index of the network N is given by

Ξ(N) =
area enclosed by the curve and x-axis

area enclosed by the 45◦ line
. (A.7)

As an example, the star network Ns(Gs(V,E)) (see Eq. (3.14)) with Nv = 8 and p =

0.5 have sparsity index 0.1934 for non-cooperative strategy and 0.3779 for cooperative

strategy. The sparsity index Ξ(N) of the network N measures the extent of inequality in

the distribution of connection strength among the nodes of the network. High values of Ξ

indicate a high cumulative percentage of connection strength for the cumulative fractile of

the nodes. Typically, it is desirable for the network to have high values of sparsity index.
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A.4 Actions of some quantum channels

A.4.1 The qubit depolarizing channel

The action of a qubit depolarizing channel [187] on the qubit density operator ρA is given

by

DA→B(ρA) = (1 − p) ρB + p
1B

2
, (A.8)

where p ∈ [0, 4
3 ] is the channel parameter and 1B is the identity operator. The effect of the

channel can be defined by the following operators [188],

K0 =

√
1 −

3p
4
1 (A.9)

and Ki =

√
p

2 i with i ∈ {1, 2, 3}, (A.10)

where σi are the Pauli matrices. The action of the depolarizing channel on each of the

systems A and Ā is given by,

DA→B ⊗ DĀ→B̄

(
Ψ+AĀ

)
=

4∑
i=0

4∑
j=0

(
Ki ⊗ K j

)
Ψ+AĀ

(
Ki ⊗ K j

)†
(A.11)

= (−1 + p)2 Ψ+BB̄ + p (2 − p)
1BB̄

4
(A.12)

Noting that 1BB̄ can be expressed as the sum of four maximally entangled states, we have

the fidelity of the final state to the starting state as ηd = 1 − 3
4 p (2 − p). Following the

approach of [127] and applying the depolarising channel n times, the final state after the

evolution through the channel is

ρn
BB̄ = (DA→B ⊗ DA→B)⊗n

(
Ψ+AĀ

)
.
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Figure A.1: In this figure, we plot the variation of ηn
d as a function of n and p.

This state ρn
BB̄

has a fidelity with Ψ+BB̄ given by

ηn
d = (1 − p)2n −

1
4

(p − 2)p
(
(n − 1)(1 − p)2(n−1) + 1

)
, (A.13)

where it can be seen that η1
d = ηd. We plot in Fig. A.1 the variation of ηn

d (using Eq. (A.13))

as a function of the number of applications n of the depolarising channel and the depolar-

ising channel parameter p.

A.4.2 The erasure channel

The action of a qubit erasure channel [189] on an input density operator ρA is given by

EA→B(ρA) = ηeρB + (1 − ηe) Tr[ρB]|e⟩⟨e|B. (A.14)

The action of the erasure channel on the qubit system is such that it outputs the exact input

state with probability η or with probability 1 − η replaces it with erasure state |e⟩, where

|e⟩ is the vacuum state. The action of the channel on the maximally entangled state Ψ+AĀ



138 Appendix

in the two-qubit space AĀ is given by

EA→B ⊗ EĀ→B̄ (Ψ+AĀ) = η2
eΨ
+

BB̄ + (1 − η2
e)Ψ⊥BB̄, (A.15)

where

Ψ⊥BB̄ B
ηe

1 + ηe

(1
2
1B ⊗ |e⟩⟨e|B̄ + |e⟩⟨e|B ⊗

1
2
1B̄

)
+

1 − ηe

1 + ηe
|e⟩⟨e|B ⊗ |e⟩⟨e|B̄ (A.16)

is a state orthogonal to Ψ+BB̄.

Consider two sources creating pairs of entangled state Ψ+. The first and second sources

distribute the entangled pairs to node pairs (v1, v2) and (v2, v3) via erasure channels. The

node v2 then performs a Bell measurement on its share of states. Assuming error correc-

tion is possible post-measurement, the node pair (v1, v3) share the state Ψ+ with probabil-

ity η2
e .

A.4.3 The qubit thermal channel

The action of a qubit thermal channel on the density operator ρA is given by

L
ηg,ng

A→B(ρA) = TrE[Uηg (ρA ⊗ ρE) U†ηg
], (A.17)

where ρE is the density operator of the environment given by

ρE = (1 − ng)|0⟩⟨0|E + ng|1⟩⟨1|E. (A.18)

The qubit thermal channel is modelled by the interaction of a qubit system ρA with the

environment ρE at a lossy beamsplitter having transmittance ηg (see Eq. (A.30)). The
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evolution through the beamsplitter is via the unitary Uηg expressed as

Uηg =


1 0 0 0
0 √

ηg
√

1 − ηg 0
0 −

√
1 − ηg

√
ηg 0

0 0 0 1

 . (A.19)

The Generalised Amplitude Damping Channel (GADC) is equivalent to the qubit thermal

channel up to the reparameterization Aηg,ng

A→B(ρA) ≡ L1−ηg,ng

A→B (ρA) with ηg ∈ [0, 1] and ng ∈

[0, 1]. The effect of the thermal channel can be defined by the following Kraus operators

in the standard basis

Ã1 =
√

1 − ng(|0⟩⟨0| +
√
ηg|1⟩⟨1|) (A.20)

Ã2 =
√

(1 − ηg)(1 − ng)|0⟩⟨1| (A.21)

Ã3 =
√

ng(
√
ηg|0⟩⟨0| + |1⟩⟨1|) (A.22)

Ã4 =
√

ng(1 − ηg)|1⟩⟨0|. (A.23)

The action of the thermal channel on each of the systems A and Ā is given by,

T
ηg,ng

BB̄
:= Lηg,ng

A→B ⊗ L
ηg,ng

Ā→B̄

(
Ψ+AĀ

)
=

4∑
i=0

4∑
j=0

(
Ãi ⊗ Ã j

) (
Ψ+AĀ

) (
Ãi ⊗ Ã j

)†
= ηg Ψ

+

BB̄ + (1 − ηg)(ng − 1)
(
ng(1 − ηg) − 1

)
|00⟩⟨00|BB̄

+ ng(−1 + ηg)
(
ng(−1 + ηg) − ηg

)
|11⟩⟨11|BB̄

+ ng(1 − ng)(1 − ηg)2
(
|01⟩⟨01|BB̄ + |10⟩⟨10|BB̄

)
.

(A.24)

The state T ηg,ng

BB̄
has a fidelity with Ψ+BB̄ given by

ηt =
1
2

(1 + η2
g) + ng(ng − 1)(1 − ηg)2. (A.25)
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Figure A.2: In this figure, we plot the variation of ηt as a function of ng and ηg.

We plot in Fig A.2, the variation of ηt as a function of the channel parameters ηg and ng.



A.5 The atmospheric channel 141

A.5 The atmospheric channel

The losses in transmitting optical signals via an optical fiber are greater than that for free

space transmission. The losses are nearly negligible in the vacuum space above the earth’s

atmosphere. The non-birefringent nature of the atmosphere causes negligible change to

the polarization state of the photons passing through it. These observations motivate the

use of space and satellite technologies to establish an entanglement distribution network

using such channels [36]. We observe in Fig. A.3 that the losses in the satellite-based

free-space channel are much less compared to fiber-based channels for distances greater

than 70 km.

Figure A.3: The comparison of losses in fiber and free-space channels as a function of
channel length as discussed and plotted in [36]. It is observed that the free-space channel
is advantageous for distances over 70 km.

The network architecture should be a hybrid satellite-optical fiber based model with

ground-based global nodes at different geographical locations that are connected to differ-

ent local nodes at small distances via optical fibers. These global nodes will be connected

to the inter-satellite network. This architecture can, in principle, be extended to deep

space, allowing the possibility of sharing entanglement between nodes on Earth and the

moon.
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The factors affecting the transmission of optical signals between a satellite and a ground

station are analyzed next. We obtain the efficiency in transmission ξeff considering losses

due to (a) inefficiencies in transmitting (ξt) and receiving systems (ξr), (b) beam diffrac-

tion (ξd), (c) air turbulence (ξat), (d) mispointing (ξp) and (e) atmospheric absorption (ξas).

The total transmittance is given by

ξeff = ξt ξr ξd ξat ξp ξas . (A.26)

The diffraction of an optical beam depends on the beam’s spatial mode, wavelength and

aperture of the telescope. Assuming a Gaussian beam from the source with a waist radius

of ω0, the radius at a distance z is given by ωd(z) = ω0

√
1 + (z/zR)2 with zR being the

Rayleigh range. If the aperture radius of the telescope is r, then the receiving efficiency

is given by [36]

ξd = 1 − exp−
2r2

ω2
d

. (A.27)

The turbulence in the atmosphere induces inhomogeneity in the refractive index, which

changes the direction of the propagating beam. It was shown in [190] that large-scale

turbulence causes beam deflection while small-scale turbulence induces beam broaden-

ing. At the receiver end, it was shown in [191] that the average long-term accumula-

tion of the moving spots shows a Gaussian distribution with an equivalent spot radius of

ωat(z) = ωd(z)
√

1 + 1.33σ2
RΛ

5/6, where σ2
R is the Rytov variance for plane wave and Λ is

the Fresnel ratio of the beam at the receiver. The receiving efficiency is given by

ξat = 1 − exp−
2r2

ω2
at
. (A.28)

Next, a high-precision and high-bandwidth acquisition, pointing and tracking (APT) sys-

tem, generally consisting of coarse and fine tracking systems, is required for the satellite

moving at high speed. A combination of closed-loop coarse tracking with a large field

of view and fine tracking with a small field of view is generally used. The pointing error

induces a spot jitter with the instantaneous spot following a Rice intensity distribution. It
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Figure A.4: In this figure, we plot the variation of the transmission probability as a func-
tion of the radius of the telescope for different receiving station altitudes. For this, we
have considered a 780 nm source with ω0 = 0.0021 and quality factor 1. We have set
zR = 17.8, σR = 0.1, Λ = 0.1, ξr = 0.99, ξt = 0.99, ξas = 0.5 and η = 0.95.

was shown in [192] that the pointing efficiency is given by

ξp = 1 −
ω2

at

ω2
at + 4 σ2

p
, (A.29)

where σp is the variance of the Gaussian pointing probability distribution.

Inserting Eq. (A.27), Eq. (A.28), and Eq. (A.29) in Eq. (A.26) and imposing the condition

that σp = ηωat we obtain

ξeff =
η2ξasξrξt

η2 + 0.25

(
1 − exp

{
−

2r2z2
R

w2(z2 + z2
R)

})
1 − exp

{
−

2r2

w2(1.33Λ5/6σ2
R + 1)( z2

z2
R
+ 1)

} (A.30)

Consider a 780 nm source with a beam waist radius ω0 of 0.0021 m and quality factor

1. The source has a Rayleigh length (zR) = 17.8 m. Let the channel have Rytov variance

(σR) = 0.1, and the Fresnel ratio of the beam at the receiver end is (Λ) = 0.1. Let the

efficiency of the receiving unit be (ξr) = 0.99, that of the transmitting source be (ξt) =

0.99. Also, let the probability of successful transmission after atmospheric absorption be

(ξas) = 0.5. Assuming η = 0.95, we plot in Fig. A.4 the transmission probability through
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the atmosphere as a function of the radius of the receiving telescope for different altitudes.
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A.6 Entanglement distribution across cities

We plot in Fig. A.5 the variation of ξavg as a function of the number of satellites in the

network for different currently available single photon sources.
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Figure A.5: In this figure, we plot the average yield ξavg (see Eq. (4.24)) as a function of
the number of satellites in the network for different single photon source architectures.
The single photon source architectures have the source efficiencies (a) ηs = 0.84 (SPDC
[146]) (b) ηs = 0.88 (Atoms [145]) (c) ηs = 0.97 (Quantum Dots [144]) (d) ηs = 0.35 (NV
Center [193]) and (e) ηs = 0.26 (4 wave mixing [194]). For this, we set L = lB + lM = 10
km, s = 1, p = 0.1, ηe = 0.95, ηg = 0.5, κg = 0.5, α = 1/22 km−1, and q = 1.
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A.7 Analysis of time-varying quantum networks

The network parameters, i.e., the number of nodes, edges, and edge weights, may change

with time. Let us denote such a time-varying network as N(G(V(t),E(t))). We say that

two nodes vi and v j of a time-varying network are connected in the time interval [t1, t2] if

∃ ei j ∈ E(t) with pi j ≥ p∗ ∀t ∈ [t1, t2]. In the following example, we present the variation

of link sparsity with time for the time-varying network shown in Fig. A.6.

Figure A.6: We present a time varying mesh network with 6 nodes as a series of 4 static
graphs. We consider the network topology at times t ∈ {1, 2, 3, 4}. In this network, the
edges ei j connecting nodes vi and v j denote the success probabilities pi j of transferring
some resource between the vi and v j. The success probability pi j evolves in time following
Eq. (A.31).

Example 5. Consider a network N(G(V(t),E(t))) whose vertices and edges are evolving
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in time as shown in Fig. A.6. We assume that for ei j ∈ E(t),

pi j(t + 1) B


we−kt pi j(t) for we−kt pi j(t) > p∗,

0 otherwise,
(A.31)

where w = 0.9, p∗ = 0.05, k = 0.3 sec−1 and t ∈ [1, 4]. For such a network, we have the

variation of the link sparsity with time as

t (sec) 1 2 3 4

Υ(N) 0.4445 0.5 0.5556 0.6112

Table A.1: Link sparsity for time-evolving graph

We observe from Table A.1 that for the network shown in Fig A.6, the link sparsity in-

creases with time, and the network becomes less robust.
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