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## A. Polarisation of light.

1. States of polarisation of light: Poincaré sphere. a) Light is a transverse electromagnetic wave and the nature of the vibration of the electric displacement vector in the plane normal to the direction of wave propagation defines the state of polarisation of a light beam. In a completely polarised beam ${ }^{1}$, the vibration may be either linear in any azimuth at right angles to the propagation direction, or elliptical, with the major axis at any azimuth. The ratio of the axes of the ellipse can have any value and the sense of the ellipse may again be right or left handed. The two limiting cases of elliptic vibrations are linear and circular vibrations. Correspondingly, the light beam would be said to be elliptically, linearly or circularly polarised.

A general state of polarisation can thus be described by two quantities: (a) the orientation of the major axis of


Fig. 1. Elliptically polarised light. the ellipse, which may be specified by the angle $\lambda$ which it makes with a given direction in the wave front and (b) the ratio of the axes of the ellipse ( $b / a, b<a$ ). The sense of the ellipse could be specified by making the axial ratio positive for left-rotating ellipses and negative for right-rotating ellipses. The terms right and left-rotation are with respect to an observer looking towards the source of light. If the electric displacement vector rotates clockwise with progress of time, then it is right-rotating. At any instant of time the terminus of the electric displacement vector therefore forms a righthanded screx-in space for a right elliptically polarised light beam.

Throughout this article, we shall imagine the light to be propagated along $O Z$ (when not specified otherwise), which is taken to be horizontal (Fig. 1). The other two axes are taken horizontal $(O X)$ and vertical $(O Y)$, the three together forming a right-handed system of co-ordinates.

The orientation of the major axis of the ellipse is given by the angle ( $\lambda$ ) which it makes with the horizontal ( $O X$ ) measured in the counter-clockwise direction,

[^0]as seen by an observer looking towards the source. The ellipticity is defined by another angle $\omega$, given by $\tan \omega=b / a$. The two angles $\lambda$ and $\omega$, which we shall denote by azimuth and ellipticity ${ }^{1}$, uniquely specify the state of polarisation of a beam of light and all possible states of polarisation are covered by the range 0 to $\pi$ of $\lambda$ and the range $-\pi / 4$ to $\pi / 4$ of $\omega$ (taken together).
$\beta$ ) Poincaré sphere. The states of polarisation of a light beam can be uniquely represented by a point on the surface of a sphere of unit radius, whose latitude and longitude have the values $2 \omega, 2 \lambda$. This representation may be called the Poincaré representation and the sphere, the Poincaré sphere, after H. Poincaré who first suggested this idea ${ }^{2}$. The range of values of $2 \lambda$ and $2 \omega$ required for describing all possible states of polarisation are therefore $2 \lambda=\sigma$ to $-2 \pi$, and $2 \omega=$ $-\pi / 2$ to $\pi / 2$, which covers the surface of the sphere completely. Thus all possible


Fig. 2. The Poincaré sphere. A point $P$ of longitude $2 \lambda$ and latitude $2 \omega$ represents an elliptic vibration of azimuth $\lambda$ and ellipticity $\omega$. states of polarisation are represented by points on a sphere, there being a one-toone correspondence between the points on the sphere and the various states of polarisation. A reversal of the direction of the major axis changes $\lambda$ by $\pi$ and therefore $2 \lambda$ by $2 \pi$. It is the same state as before and is represented by the same point on the Poincaré sphere.

Fig. 2 gives a picture of the Poincaré sphere. The points $H$ and $V$ represent horizontal and vertical linearly polarised light. Both are on the equator $(2 \omega=0)$ and are at an angle $\pi$ apart. $L$ and $R$ are the poles of the sphere and represent left and right circular vibrations. All linear states of polarisation are represented by points on the equator $H C V D$, the longitude being equal to twice the angle made with the horizontal. The points $C$ and $D$, which are $\pi / 2$ away from $H$ and $V$ thus correspond to linear vibrations at $\pm \pi / 4$. All elliptical states having the same orientation ( $\lambda$ ) of their major axes are represented by points on the meridian ( $L P R$ ) of longitude $2 \lambda$. All ellipses having the same axial ratio ( $b / a=\tan \omega$ ) are represented by points on the latitude circle ( $E P F$ ) of latitude $2 \omega$.

We shall, in general, call a beam of polarised light, whose state is represented by a point $P$ on the Poincaré sphere, as light of polarisation state $P$. Similarly, a device which produces light of polarisation state $P$ will be called "polariser $P$ ". A device which transmits light of polarisation state $P$ completely is then called "analyser $P$ ". As will be seen later, it will be necessary to consider the orthogonal co-ordinate axes $O U V W$ in the space of the Poincare sphere. These axes are respectively parallel to $H V, D C$ and $L R$.

In crystal optics, we shall be interested in the changes produced in the state of polarisation of a beam of light traversing an anisotropic medium. The Poincaré representation is admirably suited for this purpose, and we shall therefore deal with some of the fundamental properties of the Poincare sphere in this chapter.

[^1]A knowledge of spherical trigonometry is required for this purpose, which may be readily obtained from the books listed in footnote ${ }^{1}$. Wherever possible, a perspective diagram of the sphere will be given, but for some purposes, the stereographic projection is more convenient. Details regarding the stereographic projection and its properties will be found in any textbook on crystallography, and the books listed in footnote ${ }^{2}$ may be referred to in particular. The pole $L$ is taken to be above the plane in all the projections; points on the sphere below the plane of the paper are indicated by a circle around the symbol representing the point, e.g. (A).

In spite of its elegance and simplicity, the Poincare sphere representation of polarisation states is not discussed in most textbooks and works of reference on optics. An account of the Poincare sphere and its use in the study of the transmission of light in optically active birefringent crystals is contained in Pockels' Lehrbuch ([2], pp. 11-13 and 309-313). Since then, a fair number of original investigations appear to have made use of this representation ${ }^{3}$. The advantages of the Poincaré representation in studies on crystal optics and
 analysis of polarised light were pointed out in a recent paper of Ramachandran and Ramaseshan ${ }^{4}$. A review of some of the application of the Poincaré sphere has been given by JERRARD, more'recently ${ }^{5}$.


Fig. 3 a and b . Light of state $P$ is incident on an analyser $A$. Fraction of intensity transmitted is $\cos ^{2} \frac{1}{2} \widehat{P A}$.
2. Intensity transmitted by an analyser when light of arbitrary polarisation is incident on it ${ }^{6}$. In Fig. 3, let the analyser be represented by the state $A,\left(2 \lambda_{A}, 2 \omega_{A}\right)$. We wish to determine the fraction of a light beam of polarisation $P,\left(2 \lambda_{P}, 2 \omega_{P}\right)$

[^2]which is transmitted by this analyser. It is well known that a $\lambda / 4$ plate with its slow axis $O A_{1}$ (Fig. 3b) at azimuth $\lambda_{A}$, followed by a linear analyser $N$ at an angle $\omega_{A}$ to the slow axis, constitutes an elliptic analyser $A$. The action of the $\lambda / 4$ plate is to reduce the ellipse $A$ into a linear vibration parallel to the linear analyser and the ellipse $A_{a}$ (antipodal to $A$ ) to a linear vibration perpendicular to it. When light of polarisation $P$ is incident on this analyser it is easily seen that the light transmitted by it does not depend on the construction of the analyser, for an elliptic vibration $P$ can be resolved into two orthogonal vibrations $A$ and $A_{a}$ in one and only one way, the intensity of the former component being transmitted by the analyser $A$. Hence without any loss of generality we may use the specific analyser described above for deducing the magnitude of the fraction transmitted.

This is done by resolving the incident light into two linear components $P_{1}$ and $P_{2}$ parallel to the axes of the ellipse, the latter lagging in phase by $\pi / 2$. Thus the displacements along these two directions are for unit intensity

$$
\begin{equation*}
u_{P_{1}}=\cos \omega_{P}, \quad u_{P_{z}}=-i \sin \omega_{P} \tag{2.1}
\end{equation*}
$$

The incident light resolved along $O A_{1}$ and $O A_{2}$ (the axes of the quarter wave plate) is therefore given by
where (Fig. 3b)

$$
\left.\begin{array}{c}
u_{A_{1}}=\cos \omega_{P} \cos \xi+i \sin \omega_{P} \sin \xi,  \tag{2.2}\\
u_{A_{2}}=\cos \omega_{P} \sin \xi-i \sin \omega_{P} \cos \xi
\end{array}\right\}
$$

On passage through the $\lambda / 4$ plate a phase retardation $\pi / 2$ is introduced between the vibrations along $O A_{1}$ and $O A_{2}$ and finally the linear analyser resolves the vibration into the plane $O N$ giving the intensity transmitted by the analyser as

$$
\begin{equation*}
u_{A}=u_{A_{1}} \cos \omega_{A}+i u_{A_{2}} \sin \omega_{A} . \tag{2.3}
\end{equation*}
$$

Thus the intensity transmitted by the analyser is

$$
\left|u_{A}\right|^{2}=\cos ^{2} \xi \cos ^{2}\left(\omega_{A}-\omega_{P}\right)+\sin ^{2} \xi \sin ^{2}\left(\omega_{A}+\omega_{P}\right)
$$

This can be transformed, after some manipulation, into the form

$$
\left|u_{A}\right|^{2}=\frac{1}{2}+\left[\frac{1}{2} \sin 2 \omega_{P} \sin 2 \omega_{A}+\frac{1}{2} \cos 2 \omega_{P} \cos 2 \omega_{A} \cos 2\left(\lambda_{P}-\lambda_{A}\right)\right] .
$$

From the spherical triangle $L P A$ of Fig. 3a we have the quantity within the square brackets to be equal to $\cos \widehat{P A}$, so that
or

$$
\begin{align*}
& \left|u_{A}\right|^{2}=\frac{1}{2}+\frac{1}{2} \cos \overparen{P A}  \tag{2.4}\\
& \left|u_{A}\right|^{2}=\cos ^{2} \frac{1}{2} \overparen{P A} . \tag{2.5}
\end{align*}
$$

Thus, the fraction of the intensity of light of the polarisation state $P$ which is transmitted by the analyser $A$ is $\cos ^{2} \frac{1}{2} \widehat{P A}$ where $\widehat{P A}$ is the length of the arc joining $P$ and $A$ on the. Poincaré sphere. This elegant result has a number of important applications, as will be seen below.

In particular, it is seen that if $\widehat{P A}=\dot{\pi}$, i.e., the states of polarisation $P$ and $A$ are represented by opposite points on the Poincare sphere, then no light is transmitted. Thus, these two states are orthogonal to one another. An analyser $A$ transmits completely light of state $A$, while it completely cuts out light of state
$A_{a}, A_{a}$ being the point antipodal to $A$. When $\operatorname{arc} \widehat{P A}$ varies from 0 to $\pi$ the transmitted fraction decreases from unity ( $P$ coincident with $A$ ) to zero (for $P$ opposite to $A$ ). In particular, if $A$ is a linear vibration, then the state $A_{a}$ corresponds to the perpendicular linear vibration. If $A$ is a left circular vibration corresponding to $L$, the orthogonal state is a right circular vibration, then $A_{a}$ corresponds to $R$. If $A$ corresponds to a general ellipse, then the orthogonal state $A_{a}$ is the corresponding "crossed" ellipse which has its major and minor axes interchanged with respect to the former and has also the opposite sense of description.

In many applications, one is interested in the variations in the intensity of light-transmitted by an analyser set close to extinction. In such a case, it is more convenient to consider the smaller arc $\widehat{P A}_{a}$ rather than the larger arc $\widehat{P A}$ which will be nearly $\pi$ in value. The fraction of the intensity transmitted is then given by

$$
\begin{equation*}
t_{a}=\sin ^{2} \frac{1}{2} \widehat{P A}_{a} \tag{2.6}
\end{equation*}
$$

3. Effect of linear birefringence represented on the Poincaré sphere. In crystal optics a common problem that occurs is the following: When a beam of particular state of elliptic polarisation $\left(P_{1}\right)$ is incident on a crystal plate, what will be the intensity and the state of polarisation $P_{2}$ of the emergent light. The crystal resolves the incident light into two specific polarised beams in different states of polarisation which are propagated with different velocities and, if the crystal is absorbing, with different absorption coefficients. In the case of a transparent crystal, the component beams will be in opposite states of polarisation $A, A_{a}$. When the specific states of opposite polarisation are linear, circular or elliptic, we shall refer to the medium as linearly, circularly or elliptically birefringent. One of the important results of the Poincaré representation, which makes it so useful in crystal optics, is that the state $P_{2}$ of the emergent light can be obtained


Fig. 4. Effect of linear birefringence. A phase difference $\delta^{\prime}$ introduced between two Iinear orthogonal states $M$ and $N$ is equivalent to an anti-clockwise rotation through an angle $\delta^{\prime}$ about the faster state $M$. from the state $P_{1}$ of the incident light by the simple geometrical operation of rotating the sphere about the axis $A A_{a}$ through an angle $\Delta$, where $\Delta$ is the phase advance of $A$ over $A_{a}$ introduced by the crystal. We shall first consider the case of a linearly birefringent medium.

Let the two linear states of polarisation which are propagated unchanged through the medium be $H$ and $V$ (Fig. 4) and let the phase difference introduced between them due to the passage through the medium be $\delta, H$ leading $V$ by $\delta$. Suppose unit intensity of linearly polarised light at azimuth $\beta$ represented on the equator by $P_{0}\left(H P_{0}=2 \beta\right.$ in Fig. 4) be incident on the crystal. This may be resolved along $H$ and $V$ giving the components $\cos \beta$ and $\sin \beta$. Let this be converted into an elliptical beam represented by the point $P_{1}$ as a result of the phase difference $\delta$ introduced. Let this ellipse have an azimuth $\lambda$ and ellipticity $\omega$. Resolving the vibration along $H$ and $V$, we have, for unit intensity, the two amplitudes to be

$$
\begin{align*}
& u_{1}=\cos \omega \cos \lambda+i \sin \omega \sin \lambda,  \tag{3.1}\\
& u_{2}=\cos \omega \sin \lambda-i \sin \omega \cos \lambda, \tag{3.2}
\end{align*}
$$

while their phases $\varepsilon_{1}$ and $\varepsilon_{2}$ are given by

$$
\begin{align*}
& \tan \varepsilon_{1}=\tan \omega \tan \lambda  \tag{3.3}\\
& \tan \varepsilon_{2}=-\tan \omega \cot \lambda . \tag{3.4}
\end{align*}
$$

The amplitudes of the two components must be equal to $\cos \beta$ and $\sin \beta$, so that we have

$$
\left.\begin{array}{rl}
\cos ^{2} \beta & =\cos ^{2} \omega \cos ^{2} \lambda+\sin ^{2} \omega \sin ^{2} \lambda  \tag{3.5}\\
\sin ^{2} \beta & =\cos ^{2} \omega \sin ^{2} \lambda+\sin ^{2} \omega \cos ^{2} \lambda
\end{array}\right\}
$$

The two equations are equivalent and can be put in the form

$$
\begin{equation*}
\cos 2 \beta=\cos 2 \omega \cos 2 \lambda . \tag{3.6}
\end{equation*}
$$

The phase difference between the two is given by

$$
\delta=\varepsilon_{1}-\varepsilon_{2}
$$

so that

$$
\begin{equation*}
\tan \left(\varepsilon_{1}-\varepsilon_{2}\right)=\frac{2 \tan \omega}{1-\tan ^{2} \omega} \frac{1}{2}(\tan \lambda+\cot \lambda) \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\tan \delta=\tan 2 \omega / \sin 2 \lambda \tag{3.8}
\end{equation*}
$$

We thus have two relations (3.6) and (3.8) between the quantities $\omega, \lambda$ and $\beta, \delta$. They can be interpreted very simply by saying that the point $P_{1}$ is obtained from $P_{0}$ by rotating it about the axis $H V$ through an angle $\delta$. Both Eqs. (3.6) and (3.8) can be verified to hold between the elements of the right angled spherical triangle $H P_{1} K$ (Fig. 4).

Thus, starting from the linear polarisation state $P_{0}$, the effect of introducing a phase difference $\delta$ between the components $H$ and $V$ ( $H$ leading $V$ by $\delta$ ) is to rotate the representative point about the axis $H V$ by an angle $\delta$, measured anticlockwise looking from $H$ to $V$. It follows from this that, if the initial state is represented by a point $P_{1}$, now considered as a general point, then the effect of a phase difference $\delta^{\prime}$ between $H$ and $V$ is to bring $P_{1}$ to $P_{2}$ by a rotation through an angle $\delta^{\prime}$ about $H V$.

So also, if the phase difference $\delta^{\prime}$ is not between the linear states $H$ and $V$ but between the two states of linear polarisation of azimuth $\alpha$ and $\alpha+\pi / 2$ represented on the Poincaré sphere by points $M$ and $N$, of longitude $2 \alpha, \pi+2 \alpha$ on the equator, the representative point is rotated by an angle $\delta^{\prime}$ about the axis $M N$ (from $P_{1}$ to $P_{2}^{\prime}$ ).

Similarly, if a phase difference $\delta$ is introduced between left- and right-circular vibrations, the effect can readily be shown to be equivalent to rotating the sphere through an angle $\delta$ about $L R$. Suppose the incident beam is linearly polarised parallel to $O X$, represented by the point $H$ on the equator. Following Fresnel, we may resolve the linear vibration into two circular vibrations (which are in phase along $O X$.. If the left rotating circle $(L)$ is advanced in phase by $\delta / 2$ while the other $(R)$ is retarded by $\delta / 2$ (phase difference $=\delta$ ), it may be shown that the two together will produce a linear vibration at azimuth $\delta / 2$. The corresponding representative point remains on the "equator, but is at longitude $\delta$. It is obtained from the original state by a rotation through an angle $\delta$ about $L R$. The proof is directly generalised to any linear vibration. Considering any ellipse as made up of two linear vibrations at right angles but with a phase difference of $\pi / 2$, it will be seen that both components will be rotated by $\delta / 2$ by introducing a phase difference of $\delta$ between $L$ and $R$. Thus the axial ratio of the ellipse is
unaffected, but its azimuth is rotated ${ }^{1}$ by $\delta / 2$; the latitude of the representative point on the Poincaré sphere is unchanged but its longitude increases by $\delta$. This is equivalent to rotating the point through an angle $\delta$ about $L R$.

Thus, the effect of linear or circular birefringence, and the consequent introduction of a phase difference $\delta$ between two orthogonal linear or circular states of polarisation, can be determined by finding the effect of a rotation of the Poincaré sphere through an angle $\delta$ about the appropriate axis of rotation. These results are in fact consequences of even more general properties regarding the addition of any two orthogonally polarised beams (see Sect. 4).
4. Coherent addition of polarised beams ${ }^{2} . \alpha$ ) Direct interference of two polarised beams. Suppose we have a pair of orthogonal analysers $A$ and $A_{a}$. Then it follows from the results (3.4) and (3.5) that the intensities transmitted by the two analysers would be constant for all states of polarisation $(P)$ for which the $\operatorname{arc} \widehat{P A}$ (and therefore also the arc $\widehat{P A}_{a}$ ) is the same. Thus, the locus of points on the Poincare sphere representing the states of polarisation for which a definite fraction $t$ is transmitted by the analyser $A$ is a small circle of centre $A$ and radius $\widehat{P A}$ where

$$
\begin{equation*}
\cos ^{2} \frac{1}{2} \widehat{P A}=f \tag{4.1}
\end{equation*}
$$

For all these states, the analyser $A_{a}$ will transmit a fraction

$$
\cos ^{2} \frac{1}{2} \widehat{P A_{a}}=\sin ^{2} \frac{1}{2} \widehat{P A}=1-f
$$

The above result may be used to work out


Fig. 5. Coherent addition of polarised beams. When a beam of intensity $I$ and any state $P$ is decomposed into two beams in the states $P_{1}$ and $P_{2}$, their intensities $I_{1}$ and $I_{2}$ are given by Eqs. (4.5) and (4.6); the phase difference is the supplement of half the area of the triangle $P_{1} P_{a} P_{\text {a }}$. the resultant of the coherent addition of two beams of polarised light, say 1 and 2, whose states are represented by points $P_{1}$ and $P_{2}$ on the Poincaré sphere (Fig. 5) and whose intensities are $I_{1}$ and $I_{2}$ respectively. The resultant is the state $P$. Denote the arcs $P P_{2}, P P_{1}$, and $P_{1} P_{2}$ by $2 a, 2 b, 2 c$ respectively, and similarly the arcs $P_{a} P_{2}$ and $P_{a} P_{1}$ by $2 a^{\prime}, 2 b^{\prime}$ respectively. Let $P_{1 a}$ be the state opposite to $P_{1}$ and resolve the beam 2 into the state $P_{1}$ and $P_{1 a}$, the intensities of which will be $I_{2} \cos ^{2} c$ and $I_{2} \sin ^{2} c$ respectively. The intensity of the resolved component of the combined beam along $P$ may be obtained by the usual formula for combining two vibrations in the same state. The resultant intensity is

$$
\begin{equation*}
I_{P_{1}}=I_{1}+I_{2} \cos ^{2} c+2 \sqrt{I_{1} I_{2}} \cos c \cos \delta \tag{4.2}
\end{equation*}
$$

The intensity of the resolved component of the combined beam in the state $P_{1 a}$ is

$$
\begin{equation*}
I_{P_{1 G}}=I_{2} \sin ^{2} c \tag{4.3}
\end{equation*}
$$

Since the beams of intensity $I_{P_{1}}$ and $I_{P_{1 c}}$ are orthogonal, the resultant intensity is just the sum of the two, independent of the phase difference between them. Thus,

$$
\begin{equation*}
I=I_{1}+I_{2}+2 \sqrt{I_{1} I_{2}} \cos c \cos \delta \tag{4.4}
\end{equation*}
$$

[^3]and we may conveniently refer to $\delta$ as the phase difference between the two beams themselves though they are in different states of polarisation.

Now, the intensities of the resolved component of the resultant $I$ in the state $P_{1 a}$ and of $I_{2}$ also in the state $P_{1 a}$ must be equal, since $P_{1}$ is orthogonal to $P_{1 a}$. Hence

$$
I \sin ^{2} b=I_{2} \sin ^{2} c
$$

or

$$
\begin{align*}
& I_{2}=I \sin ^{2} b / \sin ^{2} c .  \tag{4.5}\\
& I_{1}=I \sin ^{2} a / \sin ^{2} c . \tag{4.6}
\end{align*}
$$

Similarly,
Hence

$$
\begin{align*}
\cos \delta & =\frac{I-I_{1}-I_{2}}{2 \sqrt{I_{1} I_{2}} \cos c}=\frac{\sin ^{2} c-\sin ^{2} b-\sin ^{2} a}{2 \sin a \sin b \cos c}  \tag{4.7}\\
& =\frac{1-\cos ^{2} c-\cos ^{2} b^{\prime}-\cos ^{2} a^{\prime}}{2 \cos a^{\prime} \cos b^{\prime} \cos c} \tag{4.8}
\end{align*}
$$

or

$$
\begin{equation*}
\cos \delta=\cos \frac{1}{2} \varepsilon^{\prime} \tag{4.9}
\end{equation*}
$$

where ' $\varepsilon$ ' is the spherical excess or area of the spherical triangle $P_{1} P_{2} P_{a}$ which is colunar to the triangle $P P_{1} P_{2}$. Thus

$$
\begin{equation*}
\delta=\pi \pm \frac{1}{2} \varepsilon^{\prime} \tag{4.10}
\end{equation*}
$$

In particular, when $\delta=0, \frac{1}{2} \varepsilon^{\prime}=\pi$ or the spherical excess is $2 \pi$. The points $P$. and $P_{a}$ must then lie on the great circle passing through $P_{1}$ and $P_{2}, P$ lying on the shorter arc $P_{1} P_{2}$.

Thus, given $I_{1}, I_{2}$ and $\delta$, one can first calculate $I$ from Eq. (4.4) and then the spherical arcs $a$ and $b$ from Eqs. (4.5) and (4.6) which immediately fix the representative point $P$ of the resultant, except for an ambiguity in the sign of $\delta$, which is present also in Eq. (4.10). The ambiguity can be removed by a consideration of the combination of orthogonal states and a comparison with the conventions adopted in Sect. 3.

Suppose $P_{2}$ tends to the point $P_{1 a}$ i.e., $2 c \rightarrow \pi$. Then, the triangle $P_{1} P P_{2}$ becomes a lune in the limit (Fig. 6a). Denote the angle between the great circles $P_{1} P_{2} P_{1 a}$ and $P_{1} P P_{1 a}$ at $P$ as $\Delta$. Then the spherical excess of the colunar triangle is $\varepsilon^{\prime}=2(\pi-\Delta)$. Thus, we have

$$
\begin{equation*}
\Delta= \pm \delta \tag{4.11}
\end{equation*}
$$

Further since the beams are orthogonal
and

$$
\begin{equation*}
I=I_{1}+I_{2} \tag{4.12}
\end{equation*}
$$

$$
\left.\begin{array}{l}
I_{1} / I=\sin ^{2} b=\cos ^{2} a  \tag{4.13}\\
I_{2} / I=\sin ^{2} a=\cos ^{2} b
\end{array}\right\}
$$

If the phase relationship is kept constant and $I_{2} / I_{1}$ is altered, the resultant state moves along the locus for which $\Delta$ is constant i.e. along a great circle (e.g. $P_{1} P P_{1 a}$ of Fig. 6a). On the other hand, if the ratio $I_{2} / I_{1}$ is given and the phase difference $\delta$ is varied, then the resultant occurs in a small circle whose axis is $P_{1} P_{2}$ (i.e. $P_{1} P_{1 a}$ ). It is however necessary to define the condition when the two have the same phase, which may be done by taking some great circle through $P_{1} P_{2}$ as the standard of reference (say the one marked $\delta=0$ in Fig. 6a). Then, for any given $\delta$, the resultant $P$ lies on a great circle rotated from the standard through an angle $\delta$. Thus two position are possible corresponding to $\Delta= \pm \delta$.

We have already shown (Sect. 3) that for the case of linear birefringence the upper positive sign is to be taken if $P_{1}$ leads $P_{2}$ in phase. From considerations of analytical continuity the same must be true for adjacent axes of rotation and hence for any axis of rotation of the Poincaré sphere. We have thus proved the proposition stated in Sect. 3 namely that the effect of any elliptic bivefringence is represented by an anticlockroise rotation about the point representing the faster state.

This result for orthogonal vibrations may be used to resolve the ambiguity in (4.10) for the case of non-orthogonal vibrations by the method of analytical continuity, giving

$$
\begin{equation*}
\delta=\pi-\frac{1}{2} \varepsilon^{\prime} \tag{4.14}
\end{equation*}
$$



Fig. 6a and b. Locus of the resultant state of polarisation $P$ when the ratio of the intensities of two beams $P_{1}$ and $P_{2}$ or their phase difference is varied the cther remaining constant. (a) States $P_{1}, P_{2}$ of the combining beams are orthogonal. (b) States $P_{1}, P_{2}$ non-orthogonal.
where $\varepsilon^{\prime}$ is to be counted positive if the sequence of points $P_{1} P_{a} P_{2}$ (and therefore the sequence $P_{1} P_{2} P$ ) is described in a counter-clockwise sense on the surface of the sphere.

The necessity for defining the condition of zero phase difference occurs only in the case of orthogonal vibrations because one cannot be "resolved" into the other. When $P_{1}$ and $P_{2}$ are not orthogonal, then the resolved component of one along the other can be compared for specifying their phase difference. The resultant intensity is then a maximum, when the phase difference is zero as seen from Eq. (4.4), and the resultant state of polarisation lies on the arc $P_{1} P_{2}$ directly joining $P_{1}$ and $P_{2}$. When the two beams are opposite in phase, the intensity is a minimum and the resultant state lies on the greater segment ( $P_{1} P_{a} P_{2}$ ) of the great circle through $P_{1}$ and $P_{2}$.

It follows from Eqs. (4.5) and (4.6) that, when the phase difference between the two beams is altered without altering the ratio of their intensities, then $\sin ^{2} a / \sin ^{2} b$ is a constant. The locus of $P$ is then a small circle, with its centre on the great circle.through $P_{1}$ and $P_{2}$ (Fig. 6b). On the other hand, if the ratio of the intensities is altered, keeping the phase difference constant, then $\varepsilon^{\prime}$ is a constant, and the locus of $P$ is again a small circle, but passing through $P_{1}$ and $P_{2}$, with its centre of the great circle which is the perpendicular bisector of the arc $P_{1} P_{2}$ (Fig. 6b). When $P_{1}$ and $P_{2}$ are orthogonal, the former family of small circles are all perpendicular to the diameter $P_{1} P_{2}$ and the latter all become great circles passing through $P_{1}$ and $P_{2}$ (Fig. 6a).
B) Interference of two beams after resolutioni by an analyser. Given a vibration in state $P_{1}$ (Fig. 5) its resolved components in the orthogonal states $P$ and $P_{a}$
can be said to be in phase by choosing the arc $P P_{2} P_{a}$ as the standard arc defining the zero of phase difference for two orthogonal states. Considering a second vibration in state $P_{2}$, let us also resolve it into its components in the states $P$ and $P_{a}$. Let $\delta^{\prime}$ be the phase advance of the $P$-component of the vibration in state $P_{2}$ over the $P$-component of the vibration in state $P_{1}$; and similarly let $\delta^{\prime \prime}$ be the difference in the phases of the $P_{a}$-components of the vibrations in states $P_{2}$ and $P_{1}$ respectively. Then from a consideration of the results of the preceding sub-section,

$$
\begin{equation*}
\delta^{\prime}-\delta^{\prime \prime}=\hat{P} \tag{4.15}
\end{equation*}
$$

where $\hat{P}$ is the angle $P_{1} \widehat{P} P_{2}$, counted positive if (on looking from $P$ to $P_{a}$ ) an anticlockwise rotation brings arc $P P_{1}$ to $\operatorname{arc} P P_{2}$.

The result of the last paragraph may be used to discuss a problem of common occurrence in crystal optics (see e.g. Chap. C). Two beams 1 and 2 initially of intensities $I_{1}$ and $I_{2}$ and in states of polarisation $P_{1}$ and $P_{2}$-the first having a phase advance $\delta$ over the second-are made to interfere after transmission through an analyser which resolves them to the same state of polarisation $P$. (Note that in the present context $P$ does not represent the resultant state obtained by directly compounding the beams 1 and 2.) The $P$-components of the beams of polarisation $P_{1}$ and $P_{2}$ will have intensities $I_{1} \cos ^{2} b$ and $I_{2} \cos ^{2} a$ respectively and our main problem in this section is to determine their phase difference $\delta^{\prime}$. The intensity transmitted by an analyser $P$ is then given by

$$
\begin{equation*}
I_{P}=I_{1} \cos ^{2} b+I_{2} \cos ^{2} a+2 \sqrt{I_{1} I_{2}} \cos a \cos b \cos \delta^{\prime} \tag{4.16}
\end{equation*}
$$

Similarly the $P_{a}$-component of the resultant beam will have an intensity

$$
\begin{equation*}
I_{P_{a}}=I_{1} \sin ^{2} b+I_{2} \sin ^{2} a+2 \sqrt{I_{1} I_{2}} \sin a \sin b \cos \delta^{\prime \prime} \tag{4.17}
\end{equation*}
$$

The intensity $I$ of the resultant beam, obtained by directly compounding 1 and 2 , is obtained by adding (4.16) and (4.17) using (4.15):

$$
I=I_{1}+I_{2}+2 \sqrt{I_{1} I_{2}}\left\{\cos a \cos b \cos \delta^{\prime}+\sin a \sin b \cos \left(\delta^{\prime}-\widehat{P}\right)\right\}
$$

By applying the standard expressions for the spherical excess of a triangle this reduces to

$$
\begin{equation*}
I=I_{1}+I_{2}+2 \sqrt{I_{1} I_{2}} \cos c \cos \left(\delta^{\prime}+\frac{1}{2} \varepsilon\right) \tag{4.18}
\end{equation*}
$$

where $\varepsilon$ represents the area or spherical excess of the triangle $P P_{1} P_{2}$ itself (counted positive if the sequence of points $P, P_{1}, P_{2}$ describe the periphery of the triangle in a counter-clockwise sense).

Comparing (4.18) with (4.4) we obtain the interesting result that if two beams initially have a phase difference $\delta$ then after passage through an analyser their phase difference becomes

$$
\begin{equation*}
\delta^{\prime}=\delta-\frac{1}{2} \varepsilon \tag{4.19}
\end{equation*}
$$

i.e., an additional phase difference $-\frac{1}{2} \varepsilon$ is introduced in the process of analysation. The intensity transmitted by the analyser (i.e., the intensity obtained by the interference of the resolved components) is obtained by substituting (4.19) in (4.16):

$$
\begin{equation*}
I_{P}=I_{1} \cos ^{2} b+I_{2} \cos ^{2} a+2 \sqrt{I_{1} I_{2}} \cos a \cos b \cos \left(\delta-\frac{1}{2} \varepsilon\right) \tag{4.20}
\end{equation*}
$$

The limiting case when the states of polarisation $P_{1}$ and $P_{2}$ become oppositely polarised is of particular importance (Fig. 6a). In this case, if the beams have been originally derived by the decomposition of a beam in state $P^{\prime}$, we must
take the great circle $P_{1} P^{\prime} P_{2}$ as defining the condition of zero phase difference. It follows from (4.19) (since $\varepsilon$ becomes now the area of a lune) that on passing through an analyser $P$ the resolved component of the first beam lags behind that of the second by an angle $\Delta$ which denotes the angle $P P_{1} P^{\prime}$ (measured positive in a counter-clockwise sense). Thus, for example, when two circularly polarised beams in opposite states are incident on a linear (or elliptic) analyser, the phase difference between the transmitted beams is altered by $2 \vartheta$ when the azimuth of the analyser is rotated (as a whole) through an angle $\vartheta$-a result which finds application in certain types of phase-contrast microscopes which use crystal-optic elements ${ }^{1}$.
5. Propagation of light through an optical system (no absorption). $\alpha$ ) Nonabsorbing optical elements of infinitesimal thickness. We wish to investigate the change in the state of polarisation of a beam of light of polarisation state $P$ as a result of its passing through a number of optical elements. Each element is considered to be either (a) a parallel plate of birefringent material, with principal planes oriented at an arbitrary azimuth, or (b) an optically active material, which only rotates the azimuth of the elliptically polarised beam. Systems of this type were considered by Jones ${ }^{2}$ making use of a matrix calculus and his papers may be referred to for examples and for further details. The matrix method of Jones is also discussed in Sect. 12. The overall effect can however be readily worked out by the use of the Poincare sphere.

Before proceeding to the general case we shall first consider a special case of such combination, which is of particular interest, viz., when the effect of each optical element is infinitesimai in magnitude. An example is that of a birefringent optically active crystal. Although strictly the medium must be considered to have the properties of both birefringence and optical activity and should be treated as such in a rigorous theory (see Chap. B), one may also picture the crystal to be made up of alternate infinitesimal layers of equal thickness exhibiting alternately, only linear birefringence and only optical activity. A thickness $d z$ of the optically active birefringent medium can on the above picture be regarded as a linearly birefringent element producing a retardation $d \delta=\delta^{\prime} d z$, and an optically active element producing a rotation $d \varrho=\varrho^{\prime} d z$ where $\delta^{\prime}$ and $\varrho^{\prime}$ define respectively the retardation per unit thickness in the absence of optical activity and the optical rotatory power in the absence of linear birefringence. Suppose the principal axes of the birefringent element are at azimuth $\alpha$ and $\alpha+\pi / 2$, represented by $M$ and $N$ (Fig. 7) of which $M$ is the faster axis. Then the effect of passage through these two optical elements is to rotate the Poincare sphere through angles $d \delta$ and $2 d \varrho$ in an anti-clockwise direction about $M N$ and $L R$ respectively (Fig. 7). The addition of two infinitesimal rotations follow the law of vectorial addition and the resultant is independent of the sequence and is a rotation through an angle $d \Delta=\sqrt{(d \delta)^{2}+(2 d \varrho)^{2}}$ about the axis $E F$ which is in the plane of $M N$ and $L R$ and makes an angle $2 \chi$ with $N M$ where

$$
\begin{equation*}
2 \chi=\arctan \frac{2 d e}{d \delta}=\arctan \frac{2 e^{3}}{\delta^{\prime}} \tag{5.1}
\end{equation*}
$$

For unit thickness of a birefringent, optically active crystal, the resultant effect is an anti-clockwise rotation of the Poincare sphere through an angle

$$
\begin{equation*}
\Delta^{\prime}=\sqrt{\delta^{\prime 2}+\left(2 \varrho^{\prime}\right)^{2}} \tag{5.2}
\end{equation*}
$$

[^4]about the axis $E F$, where the elliptic state $E$ is propagated with the faster velocity.

Thus, the most general type of non-absorbing crystal (or optical element) is one which leads to a rotation of the Poincaré sphere about an axis $E F$, which is neither the polar axis $L R$ nor does it lie in the equatorial plane. Analogous to the purely birefringent crystal, in which linear vibrations parallel to its principal directions are propagated unchanged, and the purely optically active crystal without birefringence, in which $L$ and $R$ are propagated unchanged, light of


Fig. 7. Effect of a non-absorbing crystal exhibiting birefringence and optical activity. If $\delta^{\prime}$ is the phase difference due to birefringence alone and $e^{\prime}$ the optical rotation in the absence of birefringence, the resultant effect is a rotation of the Poincare sphere through an angle $A^{\prime}$ about the axis $E F$. polarisation states $E$ and $F$ will be propagated unchanged in this crystal. This is so because a rotation of the sphere about $E F$ leaves $E$ and $F$ unchanged. These states are two crossed ellipses which are orthogonal to each other.

In such a crystal, incident light of arbitrary state of polarisation $P_{0}$ is split up into the two orthogonal elliptical states $E$ and $F$, which are propagated unchanged in state, but with a relative phase retardation $\Delta^{\prime}$ per unit thickmess. On emergence, they recombine, and the resultant state $P$ is obtained from $P_{0}$ by a rotation of the Poincaré sphere about the axis $E F$, as shown in Sect. 4. The optical phenomena in such crystals, are treated in Chap. B.

Since the emerging waves are orthogonally polarised they do not interfere and the emergent intensity will be the same as the incident intensity. The crystal will therefore be transparent as is to be expected. Vice versa, the operation for a thin layer of any non-absorbing optical element must necessarily be a rotation through an infinitesimal angle $d \Delta=A^{\prime} d z$ about some axis $E F$. This can be resolved into three infinitesimal rotations $d \Delta_{1}, d \Delta_{2}, d \Delta_{3}$ about the axes $H V, C D$, and $L R$ respectively. These axes correspond to the co-ordinate axes $O U, O V, O W$ in Poincaré space (Fig. 2). Thus, the effect of a general infinitesimal (nonabsorbing) optical element on the state of polarisation of light passing through it is describable by means of three infinitesimal rotations about $O U, O V$ and $O W$.
$\beta$ ) Combined effect of a series of transparent plates. We now return to the problem stated at the beginning of the section, viz., the passage of polarised light through a series of transparent parallel plates of finite thickness. For a linearly birefringent plate producing a relative phase retardation $\delta$, the effect is to rotate the Poincare sphere about an axis in the equatorial plane through the angle $\delta$. The orientation of the axis is known from the orientation of the principal plane. So also, if $\varrho$ is the rotation produced by the optically active plate ( $\rho$ is positive for left-rotation), then the effect is to rotate the sphere through an angle $2 \varrho$ about $L R$. (If the system also contains plates possessing both linear birefringence and optical activity, the effect of any such plate is to rotate the sphere about a given axis $E F$ through a given angle $\Delta$.)

The resultant of two successive rotations about two axes is again a rotation about some other axis of the sphere which may be determined either analytically or graphically by the construction illustrated in Fig. 8. The combined effects
of the successive rotations of the Poincare sphere may in this manner be replaced finally by a single rotation about some general axis in Poincaré space, i.e., the combination will be equivalent to a single elliptically birefringent plate (of the type discussed in the preceding sub-section), which shows differential retardation for two orthogonally polarised elliptic states. Alternatively, the resultant single rotation of the sphere can be resolved into two rotations about perpendicular axes-the first may be about $L R$ and the other will then be about some axis in the equatorial plane which may be determined by the construction of Fig. 8. Thus the combination is equivalent to a system containing two elements, one a rotator and the other a retardation plate.

Since rotations about non-parallel axes are noncommutative operations, it is necessary to specify the exact sequence of the various elements. Interchanging any two of them would in general lead to a change in the final state of polarisation. The complete solution in the important case when all the plates exhibit only linear birefringence is given in Sect. 74.
6. Effect of absorption and dichroism-no birefringence ${ }^{1}$. The effect of an isotropic absorption would only lead to a reduction in intensity, without any change in the polarisation state. On the other hand, if the medium exhibits linear dichroism, with the


Fig. 8. Construction for the composition of two rotations. A rotation about $A O$ through twice the internal angle at $A$ followed the internal angle at $A$ followed
by a rotation about $B O$ through by a rotation about $B O$ through
twice the internal angle at $B$ is equivalent to a rotation about CO through twice the external angle at $C$. principal planes along $M_{k}$ and $N_{k}$ (Fig. 9), then the absorption coefficients for the linear vibrations $M_{k}$ and $N_{k}$ will be different. Let these be $k_{1}$ and $k_{2}$ say for amplitude. In consequence, if a general elliptic vibration is resolved along $M_{k}$ and $N_{k}$, then the components would be attenuated differently during the passage through the crystal plate, and on emergence the polarisation state would be changed.

If $F_{k_{o}}$ and $G_{k_{o}}$ are the amplitudes of the resolved components of the incident beam of the unit intensity along $M_{k}$ and $N_{k}$, then it follows from Eq. (2.5) that

$$
\begin{equation*}
F_{k_{0}}=\cos \eta_{0}, \quad G_{k_{0}}=\sin \eta_{0} \tag{6.1}
\end{equation*}
$$

where $2 \eta_{0}$ is the angular distance between $P_{0}$ and $M_{k}$ on the Poincare sphere. Thus

$$
\begin{equation*}
G_{k_{0}} / F_{k_{0}}=\tan \eta_{0} \tag{6.2}
\end{equation*}
$$

As a result of absorption, the amplitudes of the two components are reduced by factors $\mathrm{e}^{-k_{1} z}$ and $\mathrm{e}^{-k_{2} z}$ and in consequence the resolved components on emergence are

$$
\begin{align*}
& F_{k}=F_{k_{0}} \mathrm{e}^{-k_{1} z},  \tag{6.3}\\
& G_{k}=G_{k_{\mathrm{o}}} \mathrm{e}^{-k_{z} z}, \tag{6.4}
\end{align*}
$$

and if $P$ is the state of polarisation of the emergent light and $2 \eta$ is the arc $\widehat{P M}_{k}$, then

$$
\begin{equation*}
\tan \eta=\tan \eta_{0} \mathrm{e}^{\left(k_{1}-k_{2}\right) x} \tag{6.5}
\end{equation*}
$$

If we consider a medium exhibiting pure linear dichroism i.e., with no birefringence, the relative phase difference between the $M_{k}$ and $N_{k}$ components of $P_{0}$ is

[^5]unaltered. This restricts the locus of $P$ to the great circular arc $M_{k} P_{0} N_{k}$ (as shown in the discussion in Sect. 4). Hence the position of $P$ is as indicated in Fig. 9. It moves towards the less absorbed component, i.e., towards or away from $M_{k}$ along the arc $M_{k} P_{0} N_{k}$, according as $k_{1}$ is $>$ or $<k_{2}$.

The infinitesimal operation of linear dichroism corresponds to the passage through an infinitesimal distance $d z$. If we put $k=\left(k_{1}-k_{2}\right)$ and denote the


Fig. 9. Effect of dichroism on the state of polatisation. If $M_{k}$ and $N_{k}$ are the principal axes of linear dichroism, the initial state $P_{0}$ moves to $P$ towards the less absorbed component along a great circle. In the case of circular dichroism, it moves to $P^{\prime}$ along the meridian of longitude. length of the arc $M_{k} P_{0}$ by $s_{k}$ then it follows from (6.5) that

$$
\begin{aligned}
\tan (\eta+d \eta) & =\tan \eta \mathrm{e}^{k d z} \\
& =\tan \eta(1+k d z) \\
k d z \tan \eta & =d(\tan \eta)=\sec ^{2} \eta d \eta .
\end{aligned}
$$

Hence

$$
\begin{equation*}
d s_{k}=2 d \eta=k \sin s_{k} d z \tag{6.6}
\end{equation*}
$$

Thus, the arc $\overparen{P M}_{k}$ becomes larger if $k$ is positive, and vice-versa.

Similarly, if the medium exhibits circular dichroism i.e., the two circular vibrations $L$ and $R$ are differently absorbed, then the effect on the polarisation state of a beam of light is described in a manner similar to that given above (on the Poincaré sphere). Let $k$ be equal to $\left(k_{L}-k_{R}\right)$. Then, if $s_{L}$ is the length of the arc $L P_{0}$, then on passing through an infinitesimal thickness $d z$, the point $P_{0}$ moves along the great circular arc $L P_{0} R$ by a distance

$$
\begin{equation*}
d s_{L}=k \sin s_{L} d z \tag{6.7}
\end{equation*}
$$

an equation exactly analogous to Eq. (6.6).
The most general case possible is one in which the medium exhibits differential absorption for two crossed ellipses, say $E$ and $F$. In this case, the state $P_{0}$ goes to the state $P$ as a result of passage through the medium, and if $k_{E}$ and $k_{F}$ are the absorption coefficients for light of polarisation states $E$ and $F$ and $k=$ $\left(k_{E}-k_{F}\right)$ and $s_{E}=\operatorname{arc} \overparen{E P}$ then

$$
\begin{equation*}
d s_{E}=k \sin s_{E} d z \tag{6.8}
\end{equation*}
$$

and $P$ lies on the great circle $E P F$. In all these cases it is assumed that the medium exhibits no birefringence.

Analogous to Eq. (6.5), one could also obtain an equation for the position of the final state of polarisation $P$ for a finite thickness also in the cases represented by (6.7) and (6.8).
7. Propagation of light through an optical system with absorption. It was mentioned in Sect. 5 that the infinitesimal operation in the most general case of birefringence is a rotation through an angle $d \Delta$ about a general axis, which could be resolved into three components $d \Lambda_{1}, d \Lambda_{2}, d \Lambda_{3}$ about $O U, O V, O W$ respectively. From the vectorial law of addition of infinitesimal rotations it can be shown that, if $P, Q, R$, are the direction cosines of the direction $E F$ referred to $O U, O V, O W$, then
so that

$$
\begin{equation*}
d \Delta_{1}=P d \Delta, \quad d \Delta_{2}=Q d \Delta, \quad d \Delta_{3}=R d \Delta \tag{7.1}
\end{equation*}
$$

$$
\begin{equation*}
(d \Delta)^{2}=\left(d \Delta_{1}\right)^{2}+\left(d \Delta_{2}\right)^{2}+\left(d \Delta_{3}\right)^{2} \tag{7.2}
\end{equation*}
$$

A closely analogous result can be derived from the infinitesimal operation of dichroism ${ }^{1}$. The operation, as seen from Eq. (6.8), is a movement of the representative point $P$ away from $E$ by an amount $d s$ proportional to $\sin \overparen{E P}=d k$ (say), where $d k$ stands for $k d s$. This may be shown to be equivalent to the resultant of three such elementary operations of dichroism associated with $O U, O V, O W$ and of strength $P d k, Q d k, R d k$ respectively. Thus, the point $P$ is displaced away from $O U$ in the great circle $U P U^{\prime}$ by an amount

Similarly,

$$
\left.\begin{array}{l}
d s_{1}=P d k \sin \overparen{U P}=d k_{1} \sin \overparen{U P} . \\
d s_{2}=Q d k \sin \widehat{V P}=d k_{2} \sin \widehat{V P},  \tag{7.3}\\
d s_{3}=R d k \sin \widehat{W P}=d k_{3} \sin \overparen{W P},
\end{array}\right\}
$$

and the resultant of these three displacements (which is independent of the sequence, with infinitesimal operations) is equivalent to

$$
\begin{equation*}
d s=d k \sin \widehat{E P} . \tag{7.4}
\end{equation*}
$$

It also follows that

$$
\begin{equation*}
(d k)^{2}=\left(d k_{1}\right)^{2}+\left(d k_{2}\right)^{2}+\left(d k_{3}\right)^{2} . \tag{7.5}
\end{equation*}
$$

The most general type of optical medium will be both birefringent and dichroic. In such a case, for an infinitesimal thickness, the effect of birefringence is given by the three quantities $d \Delta_{1}, d \Lambda_{2}, d \Delta_{3}$ and that of dichroism by $d k_{1}, d k_{2}, d k_{3}$. Thus, six quantities have to be specified to describe the variation in the state of polarisation of the transmitted light. In addition, two more quantities are required to describe fully the light beam, namely its amplitude and its absolute phase. The changes occurring in amplitude and phase while passing through an infinitesimal thickness of the crystal may be defined by a mean absorption coefficient $K$ and a mean refractive index $n$. These two quantities cannot be represented on the Poincaré sphere, which only represents the state of polarisation, without specifying the amplitude or the absolute phase.

It can be shown that an infinitesimal layer of such a medium exhibits differential absorption and differential retardation with respect to two non-orthogonal elliptic states (see Chap. B in Sect. 52). Hence the propagation through a finite thickness of a homogeneous medium of this type can be handled by the application of the results of Sect. 4. However, the propagation through an optical system of elements, which are of finite thickness and some of which are absorbing cannot be conveniently worked out by means of the Poincaré sphere-at least no geometrical analysis of this method appears to have been worked out. The problem can however be analysed by matrix methods (Sects. 12 and 13) particularly by the method introduced by Jones.
8. Incoherent adđition of light beams. Partially polarised light ${ }^{2}$. The discussion so far had been confined to completely polarised beams of light and the decomposition and coherent addition of such beams which occurs during passage through an anisotropic medium. We shall now consider the state of polarisation of a mixture of two perfectly polarised incoherent beams, whose states of polarisation are different.

[^6]This is best discussed by using the intensity formula (2.4). Suppose $P_{1}$ and $P_{2}$ are the states of the two completely polarised beams whose intensities are in the ratio of $t_{1}: f_{2}$ and that these two beams are mixed incoherently. Thus, there is no phase correlation between the two, and if we allow the beam to pass through the analyser $A$, then the total intensity is just the sum of the intensities of the two beams transmitted by $A$. Remembering that the intensity of the resultant is the sum of the components, it follows from Eq. (2.4) that the fraction of the resultant beam which is transmitted by $A$ is

$$
\begin{align*}
& \text { which is transmitted by } A \text { is }  \tag{8.1}\\
& \qquad \begin{aligned}
t_{A} & =\frac{1}{2} f_{1}\left(1+\cos \widehat{P_{1} A}\right)+\frac{1}{2} f_{2}\left(1+\cos \widehat{P_{2} A}\right) \\
& =\frac{1}{2}+\frac{1}{2}\left(f_{1} \cos \widehat{P_{1} A}+f_{2} \cos \widehat{P_{2} A}\right)
\end{aligned}
\end{align*}
$$

If we indicate unit vectors along $O P_{1}$ and $O P_{2}$ by $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ and that along $O A$ by $\boldsymbol{A}$, then we have

$$
\left.\begin{array}{rl}
t_{A} & =\frac{1}{2}+\frac{1}{2}\left(f_{1} \boldsymbol{P}_{1}+f_{2} \boldsymbol{P}_{2}\right) \cdot \boldsymbol{A}  \tag{8.2}\\
& =\frac{1}{2}+\frac{1}{2} \boldsymbol{p} \cdot \boldsymbol{A}
\end{array}\right\}
$$

where

$$
\begin{equation*}
\boldsymbol{p}=f_{1} \boldsymbol{P}_{\mathbf{1}}+f_{2} \boldsymbol{P}_{\mathbf{2}} \tag{8.3}
\end{equation*}
$$

Obviously, Eqs. (8.2) and (8.3) hold for any analyser $A$, and (8.2) is the generalised form of Eq. (2.4) which in our present notation may be written in the form:

$$
\begin{equation*}
t_{A}=\frac{1}{2}+\frac{1}{2} P \cdot A \tag{8.4}
\end{equation*}
$$

where $\boldsymbol{P}$ is now a unit vector parallel to $O P$. The intensities transmitted by an analyser of two beams having the same $\boldsymbol{P}$ will be identical and following Stokes, we may assume that these beams are identical in all other respects. The generalised equation for an incoherent mixture of two completely polarised beams is (8.3), and the magnitude of the vector $\boldsymbol{p}$ is given by

$$
|\boldsymbol{p}|=\left|\boldsymbol{p}_{1}+\boldsymbol{p}_{2}\right| \leqq p_{1}+p_{2}=1
$$

where

$$
\begin{equation*}
\boldsymbol{p}_{1}=f_{1} \boldsymbol{P}_{\mathbf{1}} \text { and } \boldsymbol{p}_{2}=f_{\mathbf{2}} \boldsymbol{P}_{\mathbf{2}} \tag{8.5}
\end{equation*}
$$

Thus, the state of polarisation of the mixed beam may be defined by the vector $\boldsymbol{p}$, whose magnitude $p<1$. In Poincaré space, the state may be represented by a point within or on the surface of the sphere of unit radius. If it is on the surface, then it represents completely polarised light.

We shall now examine the nature of the light beam represented by a point $P$, not lying on the surface of the Poincare sphere (Fig. 10). Let the length of the vector $O P$ be $p$, whose magnitude is less than unity. If we examine this light beam by an analyser $A$, then from Eq. (8.2), the fraction of the intensity, transmitted by it is

$$
\begin{equation*}
t_{A}=\frac{1}{2}+\frac{1}{2} p \cos \alpha \tag{8.6}
\end{equation*}
$$

where $\alpha$ is the angle between $O P$ and $O A$. Obviously, this is maximum and minimum corresponding to $\cos \alpha= \pm 1$, i.e. $\alpha=0$ or $\pi$. The corresponding positions of $A$ are shown in Fig. 10 as $A_{1}$ and $A_{2}$, and in both cases, $O A_{1}$ or $O A_{2}$ is parallel to $O P$; only they are directed in opposite senses. The maximum and minimum values are:

$$
\begin{equation*}
t_{A_{1}}=\frac{1}{2}+\frac{1}{2} p \quad \text { and } \quad t_{A_{2}}=\frac{1}{2}-\frac{1}{2} p \tag{8.7}
\end{equation*}
$$

Thus, unlike with completely polarised light, there is no complete extinction of the light beam at any setting of the elliptic analyser, nor is there complete trans-
mission. Such a beam of light would be called partially polarised. Since the maximum and minimum of transmitted intensity occurs at the orthogonal settings $A_{1}$ and $A_{2}$ of the analyser, one may say that the polarised part of the light beam has the state represented by $A_{1}$ and that there is in addition an unpolarised component. The relative proportion of the two is readily worked out from Eq. (8.6), which may be put in the form:

$$
\left.\begin{array}{rl}
t_{A} & =\frac{1}{2}(1-p)+\left(\frac{1}{2}+\frac{1}{2} \cos \alpha\right)  \tag{8.8}\\
& =\frac{1}{2} u+p\left(\frac{1}{2}+\frac{1}{2} \cos \alpha\right) .
\end{array}\right\}
$$

Here, $\frac{1}{2}+\frac{1}{2} \cos \alpha$ is the fraction of the intensity of a completely polarised beam of state represented by $A_{1}$, which would be transmitted by an analyser $A$. Thus, the beam consists of a fraction $p$ of completely polarised light of the state $A_{1}$ and a fraction $u=(1-p)$ of unpolarised light, half of which is transmitted by any analyser.

This then is the description of partially polarised light, of degree of polarisation $p$. If $p=0$, we get completely unpolarised light; the corresponding representative point coincides with the centre of the Poincare sphere and any


Fig. 10. Poincare representation of partially polarised light. The state of a partially polarised beam is represented by the Poincare vector $p$ whose length $p$ is the degree of polarisation and whose orientation $A_{1}$ represents the state of polarisation of the completely polarised part. The vector Ip is called the Stokes vector. analyser would transmit half of its intensity. The state of partially polarised beam can be represented by a point $P$ within the Poincare sphere of unit radius, the two limiting cases being a completely polarised beam, represented by a point on the surface and an unpolarised beam, represented by the centre.
9. Stokes parameters. The geometrical representation in Poincare space of partially polarised light discussed above can be given an analytical form by taking the components of the Poincare vector along the three coordinate axes $O U, O V, O W$. If these components are denoted by $u, v, w$ then obviously,

$$
\begin{equation*}
u^{2}+v^{2}+w^{2}=1 \tag{9.1}
\end{equation*}
$$

The intensity $I$ of the light beam and the three components of the vector Ip namely $I u, I v, I w$ are called the four "Stokes Parameters" of the beam of light. They are respectively denoted by the symbols

$$
\begin{equation*}
I, \quad M(=I u), \quad C(=I v), \quad S(=I w) . \tag{9.2}
\end{equation*}
$$

The vector $I \boldsymbol{p}$ may be called the Stokes vector $\boldsymbol{\Sigma}$ of the light beam.
The above parameters were first introduced by Stokes ${ }^{1}$ in connection with his studies on polarised light more than a century ago. Many of the theorems discussed below were proved by him even then. In fact the concept of unpolarised and partially polarised light which he put forward so long ago is remarkably modern and is consistent with quantum mechanical concepts. The Stokes parameters have however found very few applications until recently. Soletilet ${ }^{2}$ used them for a study of fluorescence, while PERRin ${ }^{3}$ developed a general theory of the polarised components in light scattering in terms of Stokes parameters.

[^7]It was Chandrasekhar ${ }^{1}$ who drew pointed attention to the advantages ot these parameters in optical studies. MuEller ${ }^{2}$ has made a systematic use of these parameters in a course on optics but unfortunately this treatment has never been published in extenso. Since then, Stokes parameters have figured in several papers ${ }^{3}$, some of which are mentioned in the later sections. The relationship between the Poincaré sphere and Stokes parameters is discussed by Fano ${ }^{4}$ and Ramachandran ${ }^{5}$ while a few reviews have also appeared recently ${ }^{6}$.

It is obvious that

$$
\begin{equation*}
I \geqq \sqrt{M^{2}+C^{2}+S^{2}}, \tag{9.3}
\end{equation*}
$$

the equality occurring only for completely polarised light.
The most interesting property of the Stokes parameters is that, if two light beams are incoherently added, then their Stokes parameters are additive. This follows from a result analogous to Eq. (8.3), which holds for the incoherent addition of partially polarised beams. If $\boldsymbol{p}_{1}$ and $\boldsymbol{p}_{2}$ are the Poincaré vectors of the two beams and $f_{1}$ and $f_{2}$ are the fractions of the intensity contributed by the two beams, then the intensity of the resultant beam of intensity $I$ which is transmitted by an analyser $A$ is

$$
\left.\begin{array}{rl}
I_{A} & =I f_{1}\left(\frac{1}{2}+\frac{1}{2} \boldsymbol{p}_{1} \cdot \boldsymbol{A}\right)+I f_{2}\left(\frac{1}{2}+\frac{1}{2} \boldsymbol{p}_{2} \cdot \boldsymbol{A}\right)  \tag{9.4}\\
& =\frac{1}{2} I\left[1+\left(f_{1} \boldsymbol{p}_{1}+f_{2} \boldsymbol{p}_{2}\right) \cdot \boldsymbol{A}\right] \\
& =\frac{1}{2} I[1+\boldsymbol{p} \cdot \boldsymbol{A}]
\end{array}\right\}
$$

where

$$
\begin{equation*}
\boldsymbol{p}=f_{1} \boldsymbol{p}_{1}+f_{\mathbf{2}} \boldsymbol{p}_{2} \tag{9.5}
\end{equation*}
$$

If now $I_{1}$ and $I_{2}$ are the intensities of the two beams, and the resultant is $I$, we have

$$
\begin{equation*}
I=I_{1}+I_{2} \tag{9.6}
\end{equation*}
$$

and
giving

$$
\begin{equation*}
I \boldsymbol{p}=I f_{1} \boldsymbol{p}_{1}+I f_{2} \boldsymbol{p}_{2}=I_{1} \boldsymbol{p}_{1}+I_{2} \boldsymbol{p}_{2} \tag{9.7}
\end{equation*}
$$

$$
\begin{equation*}
M=M_{1}+M_{2}, \quad C=C_{1}+C_{2}, \quad S=S_{1}+S_{2} \tag{9.8}
\end{equation*}
$$

The result can obviously be generalised to the incoherent addition of any number of light beams, and each Stokes parameter of the resultant beam would be the sum of the corresponding parameters of the component beams.

The intensity formula (9.4) can now be put in terms of the Stokes parameters. Suppose the elliptic analyser $A$ corresponds to an azimuth $\lambda$ of the major axis and an ellipticity $\omega$. Then the latitude and longitude of $A$ are $2 \omega$ and $2 \lambda$, and its three components along $O U, O V, O W$ are

```
\operatorname{cos}2\omega\operatorname{cos}2\lambda,\quad\operatorname{cos}2\omega\operatorname{sin}2\lambda,\quad\operatorname{sin}2\omega.
```

Thus,

$$
\begin{equation*}
I_{A}=\frac{1}{2}[I+M \cos 2 \omega \cos 2 \lambda+C \cos 2 \omega \sin 2 \lambda+S \sin 2 \omega] . \tag{9.9}
\end{equation*}
$$

[^8]This formula gives the intensity transmitted by a general elliptic analyser of light having the Stokes parameters $I, M, C, S$ and its variation with the azimuth and ellipticity of the analyser.

Various methods could be worked out for determining the Stokes parameters of a beam of light by making use of the variation with $\omega, \lambda$ of the transmitted intensity. A straightforward method, however, follows from Eq. (9.4)¹. Suppose one determines by a photometer the intensity transmitted by the following analysers: a linear analyser set at angles (a) $0^{\circ}$, (b) $90^{\circ}$, (c) $45^{\circ}$, (d) $-45^{\circ}$ and (e) a left circular analyser and (f) a right circular analyser. Let the measured intensities be respectively denoted by $I_{0}, I_{90}, I_{45}, I_{-45}, I_{L}$ and $I_{R}$. Then we have from (9.2) and (9.4),

$$
\left.\begin{array}{rrrl}
I_{0} & =\frac{1}{2}(I+M), & I_{90} & =\frac{1}{2}(I-M), \\
I_{45} & =\frac{1}{2}(I+C), & I_{-45} & =\frac{1}{2}(I-C),  \tag{9.10}\\
I_{L} & =\frac{1}{2}(I+S), & I_{R} & =\frac{1}{2}(I-S)
\end{array}\right\}
$$

so that

$$
\begin{gather*}
M=\left(I_{0}-I_{90}\right), \quad C=\left(I_{45}-I_{-45}\right), \quad S=\left(I_{L}-I_{R}\right),  \tag{9.11}\\
I=\left(I_{0}+I_{90}\right)=\left(I_{45}+I_{-45}\right)=\left(I_{L}+I_{R}\right) . \tag{9.12}
\end{gather*}
$$

Actually, only four of the six measurements are independent, but the others serve as a check.
10. Incoherent addition and decomposition of polarised beams. When two partially polarised beams are incoherently added, the resultant Poincaré vector is given by Eq. (9.5) and the Stokes parameters are additive. More generally, if $\boldsymbol{p}$ is the Poincare vector representing the state of polarisation of a beam obtained by incoherently adding fractions $f_{j}$ of a number of beams of state $\boldsymbol{p}_{j}(j=1$ to $n)$, then

$$
\begin{equation*}
\boldsymbol{p}=\sum_{j=1}^{n} f_{j} \boldsymbol{p}_{j} \tag{10.1}
\end{equation*}
$$

since the magnitudes of all the vectors $\boldsymbol{p}_{j} \leqq 1$ and $\Sigma f_{j}=1$, it follows that $\boldsymbol{p} \leqq 1$ as it should be. What is more interesting is the fact that

$$
\begin{equation*}
p \leqq \sum f_{j} p_{j} \tag{10.2}
\end{equation*}
$$

which follows from Eq. (10.1). Thus, the degree of polarisation of the resulting beam is less than the mean degree of polarisation of the component beams. In other words, the degree of polarisation always decreases on mixing light beams incoherently. In the special case, when the polarised components of all the added beams are of the same state, there is no change.

A particularly vivid example of this is obtained when two completely polarised beams are mixed. If the two are not of the same state, the resulting beam is only partially polarised. If the two are orthogonally polarised, then $\boldsymbol{P}_{1}=-\boldsymbol{P}_{2}$, so that on mixing equal proportions of the two, $\boldsymbol{P}=\frac{1}{2} \boldsymbol{P}_{\mathbf{1}}+\frac{1}{2} \boldsymbol{P}_{\mathbf{2}}=0$ i.e., the beam has zero degree of polarisation, or it is unpolarised. Thus, unpolarised light can be obtained by incoherently superposing any two orthogonally polarised beams in equal proportions. If the two are not mixed in equal proportions, then a partially polarised beam is produced, the state of the polarised part being that of the stronger component.

Conversely, suppose we wish to resolve a beam of partially polarised light represented by the Poincaré vector $\boldsymbol{p}$ into a sum of two incoherent oppositely

[^9]polarised beams. This can be done in one and only one way ${ }^{1}$. If $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{\mathbf{2}}$ are the Poincare vectors (modulus unity) into which the vector $\boldsymbol{p}$ is to be resolved then obviously $\boldsymbol{P}_{1}, \boldsymbol{P}_{2}$ and $\boldsymbol{p}$ must be coplanar. Consequently, if $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{\mathbf{2}}$ are oppositely directed, then all the three vectors must be parallel, which makes the resolution unique (except when $\boldsymbol{p}=0$ ). Also, if $f_{1}$ and $f_{2}$ are the fractions of the total intensity of the two resolved beams, then
giving
\[

$$
\begin{gather*}
f_{1} \boldsymbol{P}_{1}+f_{\mathbf{2}} \boldsymbol{P}_{2}=\boldsymbol{p} \\
\quad p=f_{1}-f_{2} . \tag{10.3}
\end{gather*}
$$
\]

This together with $f_{1}+t_{2}=1$ gives

$$
\begin{equation*}
t_{1}=\frac{1}{2}(1+p), \quad f_{2}=\frac{1}{2}(1-\dot{p}) \tag{10.4}
\end{equation*}
$$

If $p=0$ then $f_{1}=f_{2}=\frac{1}{2}$ and therefore completely unpolarised light can be resolved into two equal beams of any pair of orthogonally polarised beams.

If the restriction that the two components should be orthogonally polarised is removed, then the resolution of an arbitrary state of polarisation $(\boldsymbol{p})$ into an incoherent sum of two completely polarised beams of states $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ is not unique. In fact, the only condition is that $\boldsymbol{P}_{1}, \boldsymbol{P}_{2}, \boldsymbol{p}$ should be coplanar ${ }^{2}$ and $\boldsymbol{p}$ should be contained in the angle between $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$. Thus, one has the interesting result that, while two polarised beams combine to produce a partially polarised beam whose state can be uniquely specified, the resolution of the latter beam into two completely polarised beams is not at all unique (unless the state of one of the component beams is given).
11. Partially coherent light beams. $\alpha$ ) Interference of two partially coherent beams ${ }^{3}$. The most general case of the interference of two completely polarised beams of intensities $I_{1}$ and $I_{2}$ occurs when they are partially coherent, i.e., when there exists only a partial correlation between the fluctuations in the absolute phases and intensities of the beams. The correlation may be expressed in terms of a degree of coherence $\gamma$ and the effective phase advance $\delta$ of the first beam $P_{1}$ over the second, or alternatively, in terms of two correlation parameters $C^{\prime}$ and $S^{\prime}$. The former parameters are defined by

$$
\begin{equation*}
\langle | \sqrt{i_{1} i_{2}}\left|\mathrm{e}^{i \delta_{t}}\right\rangle=\gamma\left|\sqrt{I_{1} I_{2}}\right| \mathrm{e}^{i \delta} \tag{11.1}
\end{equation*}
$$

while the latter are defined as

$$
\left.\begin{array}{l}
C^{\prime}=2\left\langle\sqrt{i_{1} i_{2}} \cos \delta_{t}\right\rangle=2 \gamma \sqrt{I_{1} I_{2}} \cos \delta,  \tag{11.2}\\
S^{\prime}=2\left\langle\sqrt{i_{i} i_{2}} \sin \delta_{t}\right\rangle=2 \gamma \sqrt{I_{1} I_{2}} \sin \delta
\end{array}\right\}
$$

where $\langle a\rangle$ stands for the average value of $a$.
Here $i_{1}$ and $i_{2}$ are the instantaneous intensities of the beams in the states of polarisation $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ and $\delta_{t}$ is the instantaneous phase advance of the first vibration over the second. The state of polarisation of the vibration obtained by their composition will obviously be fluctuating rapidly, giving us a new picture of a partially polarised beam-into which we must briefly digress.

[^10]Let $\sigma$ be a vector (drawn from the centre of the Poincare sphere) whose length is equal to the instantaneous intensity of the resultant (partially polarised) beam, and whose point of intersection with the Poincare sphere defines the instantaneous state of polarisation. Then the parameters which are observable in usual experiments are

$$
\begin{equation*}
I=\langle i\rangle, \quad \Sigma=\langle\sigma\rangle . \tag{11.3}
\end{equation*}
$$

The relation that the present representation $(1, \Sigma)$ of the state of a partially polarised beam bears to the representation introduced previously, is made obvious by writing down the expression for the intensity $I_{P}$ transmitted by an analyser $P$ which will be the average of the instantaneously transmitted intensity:

$$
\begin{equation*}
I_{P}=\left\langle\frac{1}{2}(i+\boldsymbol{\sigma} \cdot \boldsymbol{P})\right\rangle=\frac{1}{2}(I+\boldsymbol{\Sigma} \cdot \boldsymbol{P}) \tag{11.4}
\end{equation*}
$$

If we write $\boldsymbol{\Sigma}=I \boldsymbol{p}$, then $\boldsymbol{p}$ is the Poincare vector representing the state of polarisation of the beam, which had been introduced by a simpler procedure in Sect. 8 [see e.g. Eq. (8.2)]. Thus $\Sigma$ is the three-component part of the Stokes vector, which we shall for brevity refer to as the Stokes vector of the light beam. The component of the Stokes vector parallel to any direction is given by a formula of the type (9.11) since we have from (11.4)

$$
\begin{equation*}
I_{P}-I_{-P}=\boldsymbol{\Sigma} \cdot \boldsymbol{P} \tag{11.5}
\end{equation*}
$$

Returning to the problem of the addition of two completely polarised but partially coherent beams, the resultant intensity may be obtained by averaging a formula of the type (4.4) for the momentary intensity, using (11.2):

$$
\begin{equation*}
I=I_{1}+I_{2}+2 \gamma \sqrt{I_{1} I_{2}} \cos c \cos \delta \tag{11.6}
\end{equation*}
$$

where $2 c$ is the angle between $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$.
The intensity transmitted by an analyser $P$ if introduced in the path of the interfering beams is similarly obtained by averaging a formula of the type (4.20) for the momentary intensity transmitted using (11.1); and hence $I p$ will be given again by the expression (4.20) except that the third term will be multiplied by the degree of coherence $\gamma$. The Stokes vector of the resultant beam obtained by directly compounding two partially coherent beams in states $\boldsymbol{P}_{\mathbf{1}}$ and $\boldsymbol{P}_{\mathbf{2}}$ may now be determined by using (11.5) to find the $x, y$ and $z$ components of $S$-by taking $x, y$ and $z$ to lie successively along these coordinate axes. Referring to Fig. 11, we take the $x$-axis along the direction of $\left(\boldsymbol{P}_{1}-\boldsymbol{P}_{2}\right)$-which bisects externally the angle between $\boldsymbol{P}_{\mathbf{1}}$ and $\boldsymbol{P}_{2}$; the $y$-axis is taken along the direction of the internal bisector $\left(\boldsymbol{P}_{\mathbf{1}}+\boldsymbol{P}_{\mathbf{2}}\right)$ and the $z$-axis along the perpendicular direction $\left(\boldsymbol{P}_{\mathbf{1}} \times \boldsymbol{P}_{\mathbf{2}}\right)$. It can then be shown that

$$
\begin{equation*}
\boldsymbol{\Sigma}=\Sigma_{1}+\Sigma_{2}+\Sigma_{12} \tag{11.7}
\end{equation*}
$$

where $\boldsymbol{\Sigma}_{1}=I_{1} \boldsymbol{P}_{\mathbf{1}}$ and $\boldsymbol{\Sigma}_{2}=I_{\mathbf{2}} \boldsymbol{P}_{\mathbf{2}}$ are the Stokes vectors of the two interfering beams and $\Sigma_{12}$ is a vector arising because of the interference of the beams [cf. e.g. Eq. (9.7)]; the vector $\Sigma_{12}$ is given by

$$
\left.\begin{array}{ll}
\left(\Sigma_{12}\right)_{x}=0, & \text { (a) } \\
\left(\Sigma_{12}\right)_{y}=2 \gamma \sqrt{I_{1} I_{2}} \cos \delta=C^{\prime}, & \text { (b) }  \tag{11.8}\\
\left(\Sigma_{12}\right)_{z}=2 \gamma \sqrt{I_{1} I_{2}} \sin \delta \sin c=S^{\prime} \sin c . & \text { (c) }
\end{array}\right\}
$$

On the basis of the above discussion it may be shown that just as a partially polarised beam may be regarded as a mixture of completely polarised and unpolarised light, so also two partially coherent (but completely polarised) beams
may be pictured in the following way: an independent fraction $\gamma^{2}$ of the intensity of one beam may be regarded as completely coherent with the whole of the second beam having a phase advance $\delta$ with respect to it.

The result in the limiting case when the two interfering beams become orthogonally polarised may be deduced either as a special case of the problem discussed above, or independently. Here $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{2}$ lie respectively along the positive and negative directions of the $x$-axis, the arc $P_{1} Y P_{2}$ being taken as defining the arc of zero phase difference for the orthogonal states $\boldsymbol{P}_{1}$ and $\boldsymbol{P}_{\mathbf{2}}$. The resultant partially polarised beam $(I, \Sigma)$ is now given by

$$
\left.\begin{array}{ll}
I=I_{1}+I_{2} ; & \Sigma_{x}=I_{1}-I_{2} ;  \tag{11.9}\\
\Sigma_{y}=2 \gamma \sqrt{I_{1} I_{2}} \cos \delta=C^{\prime} ; & \Sigma_{z}=2 \gamma \sqrt{I_{1} I_{2}} \sin \delta=S^{\prime} .
\end{array}\right\}
$$

A beam ( $I, \boldsymbol{\Sigma}$ ) in any state of polarisation can always be decomposed into two completely polarised beams in any given state though the component beams


Fig. 11. Composition of two non-orthogonally polarised beams $\Sigma_{1}$ and $\Sigma_{\text {. }}$. The Stokes vector of the resultant partially polarised beam is the sum

$$
\Sigma_{\mathrm{L}}+\Sigma_{\mathrm{a}}+\Sigma_{\mathrm{L} 2}
$$ will in general be partially coherent; for example even unpolarised light can be decomposed into two non-orthogonal polarised beams which will then be partially coherent with one another (see Sect. 70). We shall not however quote the results for the general problem which is the converse of that discussed above.

B) Partial coherence and partial polarisation. It is seen from (11.6) that the visibility of fringes obtained by the interference of two completely polarised beams is affected in a similar manner by two factors namely the degree of coherence $\gamma$ and the factor $\cos c$, which specifies the difference in the states of polarisation. Nevertheless these two factors must be carefully distinguished; for example two orthogonally polarised beams can never give rise to interference in intensity and yet may be completely coherent (combining to yield an elliptic vibration). Similarly two beams may be in the same state of polarisation and yet at the same time be completely incoherent. In general the beams can be tested for partial coherence after transmission through an analyser which resolves them into the same state. It is convenient to adjust the setting of the analyser so that the intensity of the transmitted beams are equal. The degree of coherence is then given by the visibility of the fringes, $V$. The latter is defined by

$$
\begin{equation*}
V=\frac{I_{\max }-I_{\min }}{I_{\max }+I_{\min }} \tag{11.10}
\end{equation*}
$$

and the relation $\gamma=V$ is readily obtained from Eq. (11.6) remembering that the interfering beams are in the same state of polarisation ( $\cos c=1$ ). Here $I_{\max }$ and $I_{\min }$ correspond to the cases when the phase differences of the final beams are respectively 0 and $\pi$. Similarly by direct interference experiments, without resolving the beam through an analyser, the factor $\gamma \cos c$ may be determined, being equal to the visibility of this system of fringes. Since $\gamma$ is known from the previous experiment, the non-orthogonality factor may be separated out. The physical interpretation of the degree of coherence $\gamma$ is that an independent fraction $\gamma^{2}$ of the intensity of one beam is completely coherent with the other beam (having a phase advance of $\delta$ over the other).

As an example of two partially coherent pencils we may mention the two completely separate pencils emerging from a calcite rhomb when a partially polarised pencil is incident on the first face. This example leads us to the relation between partial polarisation and partial coherence. When a partially polarised beam is resolved into two orthogonally polarised beams, the component beams can only be incompletely coherent. In particular the state of partial polarisation of a beam could itself be specified by regarding it as the sum of two partially coherent beams which are linearly polarised in two orthogonal states $H$ and $V$. This forms the basis of the conventional presentation of the Stokes parameters. In fact the Stokes parameters of a beam with reference to axes on the wavefront corresponding to $H$ and $V$ are then defined as the values taken by the quantities on the right-hand side of Eq. (11.9). However in such a representation the invariant character (namely the state of partial polarisation) of the given beam is not immediately evident since the degree of coherence of the component beams itself varies with the orientation of the two orthogonal axes. For example, at one extreme the given partially polarised beam can always be resolved into two orthogonal states which are completely incoherent and at the other extreme, if the orthogonal beams are chosen such that the component beams have equal intensity, their degree of coherence will be a maximum, being equal to the degree of polarisation of the beam. By picturing a partially polarised beam as one in which the instantaneous state of polarisation fluctuates (as in Sect. 11 $\alpha$ ) the Stokes vector may then be directly obtained using the Poincaré sphere without recourse to the concepts of partial coherence. Alternatively the Stokes vector may be introduced as in Sect. 9 where only the extreme concepts of coherence and incoherence and of completely polarised and unpolarised light are used.
12. Propagation of light through an optical system. Changes in the state of polarisation. $\alpha$ ) Use of Stokes representation. Although Stokes parameters have been introduced essentially to represent unpolarised or partially polarised light, they may be used equally well for completely polarised light. In this case,

$$
\begin{equation*}
I^{2}=M^{2}+C^{2}+S^{2} \tag{12.1}
\end{equation*}
$$

so that the Stokes vector $\boldsymbol{\Sigma}$, or its three components $M ; C, S$ can be used to represent both intensity and the state of polarisation. Consequently in this case, all statements regarding the transformation of the Stokes vector will be equally valid for the Poincaré vector, provided the medium is transparent.

The effect of passage through a finite thickness of a transparent birefringent plate has been shown to be a rotation through an angle $\Delta$ about some axis $O R$ in the Poincaré space. The corresponding operator may be represented by a matrix

$$
\begin{equation*}
R=T U T^{-1} \tag{12.2}
\end{equation*}
$$

where $T$ is the operator for the transformation of axes which brings $O U$ to $O R$ and $U$ is the operator for a rotation through an angle about $O U$.

Explicitly, $U$ takes the form

$$
\left(\begin{array}{ccc}
1 & 0 & 0  \tag{12.3a}\\
0 & \cos \Delta & -\sin \Delta \\
0 & \sin \Delta & \cos \Delta
\end{array}\right)
$$

which for an infinitesimal rotation $d \Delta$ takes the form

$$
\left(\begin{array}{ccc}
1 & 0 & 0  \tag{12.3b}\\
0 & 1 & -d \Delta \\
0 & d \Delta & 1
\end{array}\right) .
$$

The matrix of the operator in the case of dichroism is not so simple and is not independent of the polarisation state of the incident beam. In fact the total absorption also depends on the state of polarisation of the incident beam [see Eq. (12.5) below].

When the medium exhibits both birefringence and dichroism, then the effect of an infinitesimal thickness on the polarisation state may be expressed by a product of two matrices, one representing the operation of linear birefringence and the other the operation of linear dichroism, the product being independent of the order when both are infinitesimal. It appears that, in the Poincaré representation, problems are best worked out by means of geometrical methods, rather than by the use of matrices given here.
$\beta$ ) Mueller matrices. The matrices discussed above relate only to completely polarised beams, and for coherent additions of such beams. When incoherent mixtures of light beams are considered, then the resultant beam is partially polarised, and in such cases, the Stokes parameters $I, M, C, S$ should be used to denote its intensity and state of polarisation. The effect of the passage of light through a depolarising system (i.e., a system in which the components of the emergent light are not perfectly coherent) may then be described by a $4 \times 4$ matrix $\mathfrak{M}$ having 16 elements. . If $\mathfrak{C}$ is the column vector with components $I, M, C, S$, then,

$$
\begin{equation*}
\mathfrak{S}^{\prime}=\mathfrak{M} \subseteq . \tag{12.4}
\end{equation*}
$$

We shall call the matrix $\mathfrak{M}$ the Mueller matrix, after Professor Mueller ${ }^{1}$ who advocated the systematic use of these matrices, although the relation (12.4) had been used earlier by other workers ${ }^{2,3}$.

The matrices could also be used even in the case when the system introduces depolarisation. For example for the infinitesimal operation of dichroism the Mueller matrix is given by

$$
\mathfrak{M}=\left(\begin{array}{cccc}
1-2 K d z & -P d K & -Q d K & -R d K  \tag{12.5}\\
-P d K & 1-2 K d z & 0 & 0 \\
-Q d K & 0 & 1-2 K d z & 0 \\
-R d K & 0 & 0 & 1-2 K d z
\end{array}\right)
$$

where the notation of Sect. 7 is used, $K$ representing the mean of the absorption coefficients for the two crossed elliptic states.

The Mueller matrices have 16 coefficients; actually one more is necessary to define the absolute phase. If there is no depolarisation, then $I^{2}=M^{2}+C^{2}+S^{2}$ and it can be shown that 9 identities occur between the Mueller coefficients, so that 7 independent coefficients are required to describe the change in the state of polarisation.

The Mueller matrices in the general form are useful in the study of the polarisation and intensity of light scattering ${ }^{4}$.
13. Jones matrix method ${ }^{5}$. Jones has developed a different matrix method for studying the propagation of light through an optical system, of the type

[^11]discussed in the previous section. The method is based on the idea that any elliptic vibration can be represented as the resultant of a coherent addition of two linear vibrations at right angles (e.g. $O X$ and $O Y$ ) with appropriate amplitudes and phases. The elliptic vibrations can be then represented completely (amplitude, phase and polarisation state) by the column vector ${ }^{1}$
\[

$$
\begin{equation*}
\vec{D}=\binom{A_{1}}{A_{2}} \tag{13.1}
\end{equation*}
$$

\]

where $A_{1}$ and $A_{2}$ are the resolved components of the electric displacement vector $\boldsymbol{D}$ along $O X$ and $O Y$, and are in general complex numbers. The intensity is $I=\left|A_{1}\right|^{2}+\left|A_{2}\right|^{2}$ while the complex ratio $A_{2} / A_{1}$ describes its polarisation state. The azimuth $\lambda$ and the ellipticity $\omega$ of the ellipse are related to $A_{1}$ and $A_{2}$ as follows: If $\tan \alpha=\frac{\left|A_{1}\right|}{\left|A_{2}\right|}$ and $\delta=\varepsilon_{1}-\varepsilon_{2}$ where $\varepsilon_{1}$ and $\varepsilon_{2}$ are the phases of $A_{1}$
and $A_{2}$ then

$$
\left.\begin{array}{l}
\tan 2 \lambda=\cos \delta \tan 2 \alpha  \tag{13.2}\\
\sin 2 \omega=\sin \delta \sin 2 \alpha
\end{array}\right\}
$$

The effect of an optical component, e.g., a birefringent, absorbing or dichroic plate, or a combination of such plates, would be to change both $A_{1}$ and $A_{2}$, so that the effect may be represented by a $2 \times 2$ matrix with complex elements

$$
\begin{equation*}
\overrightarrow{D^{\prime}}=M \vec{D} \tag{13.3}
\end{equation*}
$$

For a non-absorbing plate, there is no change in the intensity and the matrix $M$ is therefore unitary i.e., $\operatorname{det} M=1$, which makes $\left|D^{\prime}\right|=|D|$. Suppose that the plate exhibits only linear birefringence (retardation plate) and the principal axes are parallel to $O X$ and $O Y$. If $\varphi_{1}, \varphi_{2}$ are the phase retardation for vibrations parallel to $O X$ and $O Y$ respectively and we set $\varphi=\frac{1}{2}\left(\varphi_{1}+\varphi_{2}\right)$ and $\gamma=\frac{1}{2}\left(\varphi_{1}-\varphi_{2}\right)$, then obviously $M$ takes the form $e^{i \varphi} G$, where

$$
G=\left(\begin{array}{ll}
\mathrm{e}^{i \gamma} & 0  \tag{13.4}\\
0 & \mathrm{e}^{-i \gamma}
\end{array}\right)
$$

If we are only interested in the state of polarisation of the emergent beam, then $\exp i \varphi$ may be omitted.

If the principal axes are inclined at angles $\beta$ and $\beta+\frac{\pi}{2}$ to $O X$, then the matrix is

$$
\begin{equation*}
M(\beta)=S(\beta) G S(-\beta) \tag{13.5}
\end{equation*}
$$

where $S(\beta)$ is the rotation matrix

$$
\left(\begin{array}{rr}
\cos \beta & -\sin \beta  \tag{13.6}\\
\sin \beta & \cos \beta
\end{array}\right)
$$

If the plate exhibits only circular birefringence (rotator), then the effect is to rotate the plane of polarisation. If the rotation is $\rho$, and the mean absolute phase retardation is $\varphi$, then the matrix is simply $\mathrm{e}^{i \varphi} S(\varrho)$ and the effect of the plate on the state of polarisation of the light beam is completely represented by $S(\varrho)$.

[^12]It can be readily shown ${ }^{1}$ that for light of a given wavelength, an optical system containing any number of retardation plates and rotators is equivalent to a system containing only two elements-one a retardation plate and the other a rotator. This has already been shown from the Poincaré representation in Sect. 5.

In fact, it follows from the group theory of three dimensional rotations that any unitary $2 \times 2$ matrix with unit determinant may be associated with the rotation of a sphere in a unique manner ${ }^{2}$. Thus the Jones matrix method is identically equivalent to the Poincare sphere representation, as far as the polarisation state of a light beam is concerned.

Suppose the optical element is linearly dichroic, with its principalaxes parallel to $O X$ and $O Y$ (partial polariser). Then, its matrix is $\mathrm{e}^{i \varphi} \mathrm{P}$ where

$$
P=\left(\begin{array}{cc}
p_{1} & 0  \tag{13.7}\\
0 & p_{2}
\end{array}\right), \quad 0 \leqq p_{1} \leqq 1, \quad 0 \leqq p_{2} \leqq 1
$$

For a perfect polariser one of the $p$ 's will be zero. The more general dichroic element will be discussed in Sect. 14.

The matrix representing the combined effect of a succession of optical elements would be the product of the matrices representing the effects of the individual elements (taken in the proper sequence). Using these results several elegant equivalence theorems of the type given above have been derived by Jones (see Sect. 74).
14. Experimental determination of the Jones matrix ${ }^{3}$. Explicitly written, the Eq. (13.3) takes the form

$$
\binom{A_{1}^{\prime}}{A_{2}^{\prime}}=\left(\begin{array}{ll}
m_{1} & m_{4}  \tag{14.1}\\
m_{3} & m_{2}
\end{array}\right)\binom{A_{1}}{A_{2}}
$$

where $m_{1}, m_{2}, m_{3}, m_{4}$ are complex numbers. The following is a procedure which may be used to determine the real and imaginary parts of these four numbers. It is assumed that the state of the light beam is completely reversed, if it traverses the system in the reverse direction.
(i) Use incident light linearly polarised parallel to $O X$ (i.e., $A_{2}=0$ ) and determine the state of polarisation of the emergent light by an elliptic analyser. This gives the ratio $A_{2}^{\prime} / A_{1}^{\prime}=c_{1}$ (say). Then

$$
\begin{equation*}
c_{1}=\frac{m_{3}}{m_{1}} \tag{14.2}
\end{equation*}
$$

(ii) Use incident light linearly polarised parallel to $O Y$ and determine the ratio $A_{2}^{\prime} / A_{1}^{\prime}=c_{2}$ (say). Then

$$
\begin{equation*}
c_{2}=\frac{m_{2}}{m_{4}} \tag{14.3}
\end{equation*}
$$

(iii) Reverse the system and repeat the procedure (i) with this. Let the ratio be $c_{3}$. Then

$$
\begin{equation*}
c_{3}=\frac{m_{4}}{m_{1}} \tag{14.4}
\end{equation*}
$$

[^13]As a check, the procedure (ii) may be repeated in the reverse position giving

$$
\begin{equation*}
c_{4}=\frac{m_{2}}{m_{3}} . \tag{14.5}
\end{equation*}
$$

This is not an independent determination, for

$$
\begin{equation*}
c_{1} c_{4}=c_{2} c_{3} . \tag{14.6}
\end{equation*}
$$

However, it provides two checks, namely for the real and imaginary parts of Eq. (14.6).

The matrix $M$ may then be written in the form

$$
M=c\left(\begin{array}{cc}
1 & c_{3}  \tag{14.7}\\
c_{1} & c_{2} c_{3}
\end{array}\right)
$$

where $\dot{c}$ is a complex number.
(iv) Determine the transmitted intensity for unpolarised light ( $T_{\text {unpol }}$ ). This is given by
so that

$$
\begin{equation*}
T_{\mathrm{unpol}}=\frac{1}{2} \sum\left|m_{1}\right|^{2} \tag{14.8}
\end{equation*}
$$

$$
\begin{equation*}
|c|^{2}=\frac{2 T_{\text {unpol }}}{1+\left|c_{1}\right|^{2}+\left|c_{3}\right|^{2}+\left|c_{2} c_{3}\right|^{2}} . \tag{14.9}
\end{equation*}
$$

(v) Determine the absolute phase of the transmitted light. This serves to determine the real and imaginary parts of $c$, and completes the determination.

It may be mentioned that each of the measurements, under (i), (ii) and (iii) consists of two determinations, namely the orientation and ratio of the axes of the ellipses or the real and imaginary parts of the ratio $c$, so that in fact the five determinations give $(3 \times 2+2)$ i.e., 8 parameters.

Even if the principle of reciprocity does not hold for the system, all the matrix elements can be determined by replacing procedure (iii) by the following:
(vi) Use incident light linearly polarised at $45^{\circ}$ to $O X$, i.e., $A_{1}=A_{2}$, and determine $c_{6}=A_{2}^{\prime} / A_{1}^{\prime}$. Then
so that

$$
\begin{equation*}
c_{6}=\frac{m_{3}+m_{2}}{m_{1}+m_{4}} \tag{14.10}
\end{equation*}
$$

$$
\begin{equation*}
c_{3}=\frac{c_{6}-c_{1}}{c_{2}-c_{6}} \tag{14.11}
\end{equation*}
$$

As a check, a determination may be made with incident light linearly polarised at $-45^{\circ}$ to $O X$, which gives

$$
\begin{equation*}
c_{7}=\frac{c_{3}-c_{2}}{c_{1}-c_{4}} . \tag{14.12}
\end{equation*}
$$

Then

$$
\begin{equation*}
\frac{c_{6}-c_{1}}{c_{2}-c_{6}}=\frac{c_{7}-c_{1}}{c_{1}-c_{2}} \tag{14.13}
\end{equation*}
$$

each being equal to $c_{3}$.
15. Differential matrix operators ${ }^{1}$. In the previous section, we considered the effect of optical elements of finite thickness. We may now define a differential operator $N$, such that $M$ is an integral of $N$ :

$$
\begin{equation*}
N_{z}=\lim _{z^{\prime} \rightarrow z} \frac{M_{z, z^{\prime}}-1}{z^{\prime}-z} . \tag{15.1}
\end{equation*}
$$

I R.C. Jones: J. Opt. Soc. Amer. 38, 671 (1948).

Since $M_{z, z^{\prime}}=M_{z}^{\prime} / M_{z}$ we have

$$
\begin{equation*}
N_{z}=\lim _{z^{\prime} \rightarrow z} \frac{M_{z^{\prime}}-M_{z}}{z^{\prime}-z} M_{-1}^{z} \tag{15.2}
\end{equation*}
$$

or

$$
\begin{equation*}
N=\frac{d M}{d z} M^{-1} \tag{15.3}
\end{equation*}
$$

Integrating this equation, one obtains the formal result

$$
\begin{equation*}
M_{z}=\exp \left(N_{z}\right) \tag{15.4}
\end{equation*}
$$

It may be readily verified that the $N$ matrices transform exactly like the $M$ matrices when the optical element is rotated. Thus, if $N$ becomes $N^{\prime}$ by a rotation through an angle $\beta$ then

$$
\begin{equation*}
N^{\prime}=S(\beta) N S(-\beta) \tag{15.5}
\end{equation*}
$$

The differential operators are very useful for discussing the case when the medium exhibits both general birefringence (linear as well as circular), as well as general dichroism. Now, a general $2 \times 2$ matrix requires eight quantities to specify it completely, namely the real and imaginary parts of its four elements. Let us suppose therefore that a thin slice of the plate of thickness $\tau(\ll 1)$ is made up of 8 laminae, each of thickness $\frac{1}{8} \tau$, and each having a different property as listed below. The differential matrices of the eight laminae are denoted by $N_{k}$ and let $\Theta_{k}=\frac{1}{8} N_{k}$. Then, we have

$$
\begin{equation*}
M_{k}=\exp \left(\frac{N_{k} \tau}{8}\right)=\exp \left(\Theta_{k} \tau\right) \tag{15.6}
\end{equation*}
$$

Thus, the matrix of the operator corresponding to the passage through all the eight laminae is

$$
\begin{equation*}
M=M_{8} M_{7} \ldots M_{1}=1+\sum_{k=1}^{8} \Theta_{k} \tau+\Theta\left[\tau^{2}\right] \tag{15.7}
\end{equation*}
$$

in the limit when $\tau \rightarrow 0$,

$$
\begin{equation*}
M=1+\sum_{1}^{8} \Theta_{k} \tau=1+N \tau \quad \text { (say) } \tag{15.8}
\end{equation*}
$$

where $N$ is the differential matrix operator of the sandwich of eight plates. Thus,

$$
\begin{equation*}
N=\sum_{k=1}^{8} \boldsymbol{\Theta}_{k} \tag{15.9}
\end{equation*}
$$

The eight matrices, corresponding to the eight elementary operations may be defined as shown in Table 1.

It is obvious that any $2 \times 2$ matrix $N$ whatsoever can be written in the form (15.9) by choosing suitable values for the eight parameters $\eta, k, g_{0}, g_{45}, \varrho, p_{0}, p_{45}$ and $\mu$. Of these, the first two represent the changes in phase and amplitude of the beam, while the other six denote the changes in the state of polarisation.

Although the six elementary operators of birefringence and dichroism, viz., $\Theta_{3}$ to $\Theta_{8}$ take a simple form in the $2 \times 2$ matrix representation, their physical content is best understood in terms of the Poincare representation. Thus, it appears as if an unusual type of resolution is involved in representing the linear birefringence of a crystal plate with its principal axes kept at an arbitrary azimuth $\alpha$. If $g$ is the birefringence, the $N$ matrix is

$$
N=\left(\begin{array}{cc}
i g \cos 2 \alpha & i g \sin 2 \alpha  \tag{15.10}\\
i g \sin 2 \alpha & -i g \cos 2 \alpha
\end{array}\right)
$$

Table 1. The eight elementary $\Theta$ matrices.

| $\Theta_{1}=-\eta\left(\begin{array}{ll}i & 0 \\ 0 & i\end{array}\right)$ | The parameter $\eta$ is the propagation constant, or the phase retardatio per unit thickness, and is thus related to the index refraction $n$ b $\eta=2 \pi n / \lambda$. |
| :---: | :---: |
| $\Theta_{2}=-k\left(\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right)$ | The parameter $k$ is the amplitude absorption coefficient to the base per unit thickness, and is thus related to the extinction coefficient by $k=2 \pi \pi / \lambda$. |
| $\Theta_{3}=g_{0}\left(\begin{array}{cc}i & 0 \\ 0 & -i\end{array}\right)$ | The parameter $g_{0}$ is a measure of that part of the linear birefringence which is parallel with the co-ordinate axes. It is equal to one-half of the difference between the two principal propagation constants, i.e. $g_{0}=\frac{1}{2}\left(\eta_{y}-\eta_{x}\right)$ and is thus positive when the fast (smaller index) axis is parallel with the $x$ axis. |
| $\Theta_{4}=g_{45}\left(\begin{array}{ll}0 & 1 \\ i & 0\end{array}\right)$ | The parameter $g_{45}$ is a measure of that part of the linear birefringence which is parallel with the bisectors of the co-ordinate axes. It is equal to one-half of the difference between the two principal propagation constants, i.e., $g_{45}=\frac{1}{2}\left(\eta_{-45}-\eta_{45}\right)$ and is thus positive when the fast axis bisects the positive $x$ and $y$ axes. |
| ) | The parameter $\varrho$ is a measure of the circular birefringence, and is equal to the rotation (in the positive direction) of the plane of linearly polarised light, in radians per unit thickness. It is equal to half o the difference of propagation constants for right and left circularly polarised lights, i.e. $\varrho=\frac{1}{2}\left(\eta_{R}-\eta_{L}\right)$ and is positive for crystals which are laevo-rotatory. |
| $\Theta_{6}=p_{0}\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right)$ | The parameter $p_{0}$ is a measure of that part of the linear dichroism which is parallel with the co-ordinate axes. It is equal to one-half of the difference of the two principal absorption coefficients, i.e $p_{0}=\frac{1}{2}\left(k_{y}-k_{x}\right)$ and is thus positive when the more highly transmitting axis is parallel with the $x$ axis. |
| $\Theta_{7}=p_{45}\left(\begin{array}{ll}1 & 0\end{array}\right)$ | The parameter $p_{45}$ is a measure of that part of the linear dichroism which is parallel with the bisectors of co-ordinate axes. It is equal to one-half of the difference between the two principal absorption coefficients, i.e. $p_{4 \overline{5}}=\frac{1}{2}\left(k_{-45}-k_{4 \overline{0}}\right)$ and is thus positive when the more highly transmitting axis bisects the positive $x$ and $y$ axes. |
| $\Theta_{8}=\mu\left(\begin{array}{cc}0 & -i \\ i & 0\end{array}\right)$ | The parameter $\mu$ is a measure of the circular dichroism, and is equal to half of the difference of the absorption coefficients for left and right circularly polarised lights, i.e., $\mu=\frac{1}{2}\left(k_{R}-k_{L}\right)$. The parameter is positive for crystals which are more transparent for right polarised light. |

which is to be compared with

$$
\Theta_{3}+\Theta_{4}=\left(\begin{array}{cc}
i g_{0} & i g_{45}  \tag{15.11}\\
i g_{45} & -i g_{0}
\end{array}\right) .
$$

Thus,

$$
\begin{equation*}
g_{0}=g \cos 2 \alpha, \quad g_{4 \overline{5}}=g \sin 2 \alpha \quad \text { and } \quad g^{2}=\sqrt{g_{0}^{2}+g_{45}^{2}} . \tag{15.12}
\end{equation*}
$$

In the Poincare representation, the points representing azimuths 0 and $45^{\circ}$ are actually at right angles, so that the resolution given by (15.12) is very natural.

The six elementary operators $\Theta_{3}$ to $\Theta_{8}$ can be divided into two groups, the first three representing birefringence and the second three representing dichroism. The following identification with the operators mentioned in Sect. 7 is then obvious:

$$
\left.\begin{array}{l}
\Theta_{3} \Theta_{4} \Theta_{5} \rightarrow \text { rotations } d \Delta_{1} d \Delta_{2} d \Delta_{3},  \tag{15.13}\\
\Theta_{6} \Theta_{7} \Theta_{8} \rightarrow \text { displacements } d s_{1} d s_{2} d s_{3} .
\end{array}\right\}
$$

Thus, there is a one to one correspondence between the matrix method of Jones and the Poincaré representation and the associated matrix method involving Stokes parameters which was discussed in the first part of Sect. 12. However, in both matrix methods, the formulae are simple only for elementary operations. The problem of the passage of light through a finite thickness of medium exhibiting both birefringence and dichroism is best discussed by using the geometry of the Poincaré sphere. This is done in the succeeding chapters of this article.

The Jones matrices are applicable only for completely polarised beams. Of the eight coefficients which occur, one represents the absolute phase, leaving seven to describe the change in state of polarisation. This is also the number of independent coefficients in the Mueller matrices in the corresponding case.
16. Quantum mechanical description of polarisation". The "state" of electromagnetic radiation can be described in quantum mechanics by a wave function, whose variables are the amplitudes of each of the basic states of a complete set. For a particular frequency and direction of propagation, the complete set consists of just two states of opposite polarisation. They are orthogonal, since light in one of the states (say $P$ ) is completely admitted by the analyser $P$ while if the beam is in the other state $P_{a}$, then it is completely rejected by it. Any two opposite states of polarisation can be taken as a basic set. We shall however choose them to be states of linear polarisation parallel to $O X$ and $O Y$, and designate the normalized wave function by $\varphi_{1}, \varphi_{2}$. Then, a beam of completely polarised radiation may be represented by the wave function:

$$
\begin{equation*}
\psi=A_{1} \varphi_{1}+A_{2} \varphi_{2} \tag{16.1}
\end{equation*}
$$

where $A_{1}$ and $A_{2}$ are complex. If we set $\left|A_{1}\right|^{2}$ and $\left|A_{2}\right|^{2}$ equal to the intensities of the two components, then $|\psi|^{2}$ gives the intensity of the beam. Jones' representation is identical in content with this quantum mechanical picture. If we represent the wave function $\psi$ by the column vector $\binom{A_{1}}{A_{2}}$, then the matrix method of Sects. 13 and 14 can be carried over in toto for the quantum mechanical description.

Consider now the $2 \times 2$ matrix

$$
\begin{equation*}
\varrho_{i j}=A_{i} A_{j}^{*} \tag{16.2}
\end{equation*}
$$

This matrix also has four components, analogous to the four components of $A_{1}$ and $A_{2}$, and they are the observables of the system. However, the absolute phase is lost by the multiplication with complex conjugates, and only three of them are independent, there being one linear relation between them, namely

$$
\begin{equation*}
\text { Det } \varrho_{i j}=0 . \tag{16.3}
\end{equation*}
$$

The four Stokes parameters are just linear combinations of the four matrix ele-ments $\varrho_{i j}{ }^{2}$. In fact,

$$
\begin{equation*}
I=\varrho_{11}+\varrho_{22}, \quad M=\varrho_{11}-\varrho_{22}, \quad C=\varrho_{12}+\varrho_{21}, \quad S=i\left(\varrho_{21}-\varrho_{12}\right) . \tag{16.4}
\end{equation*}
$$

${ }^{1}$ For a detailed account of quantum mechanical theory of elliptically polarised photons, see G. Araki: Progr. Theor. Phys. 1, 125 (1946); 2, 1 (1947); Phys. Rev. 74, 472 (1948) and the references given therein.
${ }^{2}$ D.L. Falkoff and J.E. McDonald: J. Opt. Soc. Amer. 41, 861 (1951). The application of Stokes parameters for the treatment of polarisation in quantum mechanics is discussed by U. Fano: Phys. Rev. 93, 121 (1954).

This may be proved as follows. Suppose the state of polarisation of the beam is an ellipse of amplitude $A$, with azimuth $\lambda$ and ellipticity $\omega$. Then

$$
\left.\begin{array}{l}
A_{1}=A(\cos \omega \cos \lambda-i \sin \omega \sin \lambda) \\
A_{2}=A(\cos \omega \sin \lambda-i \sin \omega \cos \lambda) \tag{16.5}
\end{array}\right\}
$$

This gives

$$
\left.\begin{array}{rl}
\varrho_{11}+\varrho_{22} & =\left|A_{1}\right|^{2}+\left|A_{2}\right|^{2}=A^{2}=I  \tag{16.6}\\
\varrho_{12}-\varrho_{22} & =\left|A_{1}\right|^{2}-\left|A_{2}\right|^{2}=A^{2} \cos 2 \omega \cos 2 \lambda=M, \\
\varrho_{12}+\varrho_{21} & =A_{1} A_{2}^{*}+A_{2} A_{1}^{*}=A^{2} \cos 2 \omega \sin 2 \lambda=C, \\
i\left(\varrho_{21}-\varrho_{12}\right) & =i\left(A_{2} A_{1}^{*}-A_{1} A_{2}^{*}\right)=A^{2} \sin 2 \omega=S .
\end{array}\right\}
$$

For a completely polarised beam, the condition Det $\varrho_{i j}=0$ gives

$$
\begin{equation*}
I^{2}=M^{2}+C^{2}+S^{2} \tag{16.7}
\end{equation*}
$$

The additivity law of Stokes parameters for incoherent addition of light beams follows from the result that the $\varrho$-matrices are additive for incoherent superposition of states. Suppose we have $N$ completely polarised beams described by the wave-functions

$$
\begin{equation*}
. \psi^{\alpha}=c_{1}^{\alpha} \varphi_{1}+c_{2}^{\alpha} \varphi_{2} \quad(\alpha=1 \text { to } N) . \tag{16.8}
\end{equation*}
$$

Then, for incoherent superposition, we have

$$
\begin{equation*}
\left\langle c_{i}^{\alpha} c_{j}^{\beta}\right\rangle=c_{i}^{\alpha} c_{j}^{\beta} \delta_{\alpha \beta} . \tag{16.9}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\left\langle e_{i j}\right\rangle=\left\langle\sum_{\alpha \beta} c_{i}^{\alpha} \varepsilon_{i}^{\beta}\right\rangle=\sum_{\alpha} c_{i}^{\alpha} c_{j}^{\alpha *}=\sum_{\alpha=1}^{N} o_{i j}^{\alpha} . \tag{16.10}
\end{equation*}
$$

By a direct application of the Schwarz inequality, it follows that

$$
\begin{equation*}
\text { Det }\left\langle\varrho_{i j}\right\rangle \geqq 0 \tag{16.11}
\end{equation*}
$$

so that for the resultant beam

$$
\begin{equation*}
I^{2} \geqq M^{2}+C^{2}+S^{2} \tag{16.12}
\end{equation*}
$$

a result which we have already seen. The equality holds in (16.11) and (16.12) only when all the beams are in the same state; when it is not so, the resultant beam is only partially polarised.

The generalisation of the additivity law (16.10) to the incoherent superposition of partially polarised beams is obvious, and thus, Stokes' theorem (Sect. 9) follows also from the quantum mechanical formulation.

The intensity formula (8.4), namely

$$
t_{A}=\frac{1}{2}(1+\boldsymbol{P} \cdot \boldsymbol{A})
$$

may also be derived from the quantum mechanical representation ${ }^{1}$. This however represents only the mean fraction of the photons in the beam accepted by the analyser $A$. A discussion of the fluctuations in the number of photons passed by the analyser is more complicated ${ }^{2}$.
17. Nature of unpolarised and partially polarised light. It was mentioned earlier that natural or completely unpolarised light may be obtained by incoherently

[^14]superposing equal proportions of oppositely polarised radiation. Any pair of oppositely polarised beams may be used and they all lead to the same state, namely unpolarised light. It follows from this that any analyser transmits exactly half the intensity of a beam of unpolarised light.

Although the above picture of unpolarised light is perfectly consistent and in conformity with quantum mechanics, it may be worthwhile to consider some of the earlier ideas. Brewster supposed that natural light is made up of two plane polarised waves, with their vibration directions at right angles and being propagated independently. Fresnel put forward the hypothesis that natural light consists of plane polarised light in which the azimuth of polarisation varied rapidly and assumed all possible values. It is obvious that the point representing its polarisation state would then rapidly move along the equator of the Poincare sphere. The resulting state would be represented by the centre, as is to be expected. A slightly better picture would be to assume that all directions of linear vibration are taken up at random, but with equal probability. In any case, as has been discussed in Sect. 11, provided the variations occur in a time much less than the period of observation, the beam would exhibit all the properties of natural light.

An attempt was made by Langsdorf and Du Bridge ${ }^{1}$ to verify the Fresnelhypothesis. They obtained interference fringes with unpolarised light using a biprism, and then introduced in the paths of the two beams optically active media which rotate the plane of polarisation by $+45^{\circ}$ and $-45^{\circ}$ respectively. The fringes then completely vanished and the field of view had only uniform illumination ${ }^{2}$, and continued to remain so even if viewed through a linear analyser at any azimuth. The latter observation can be explained because in both beams only the components with vibrations parallel to the analyser would be transmitted by the analyser. The vibration directions of these were however, originally at right angles, so that the phase difference between them will vary at random and no interference fringes would be formed. The same result also follows from Fresnel's picture, as was shown by Langsdorf and Du Bridge.

On the other hand, if we resolve the unpolarised beam into its two opposite circularly polarised components $L$ and $R$ then the optically active media in the two beams would not change the state of polarisation, but would introduce a relative phase difference of $\pm \frac{\pi}{2}$ according as it is $L$ or $R$. Consequently, the fringe system would be present if observed through a circular analyser $L$ or $R$, but would be displaced by $\pm \frac{1}{4}$ fringe from the appearance when the two liquid cells were not there. This is actually what was observed.

These beautiful experiments clearly show that the various alternative methods of decomposing an unpolarised light beam are all valid. However, it must be mentioned that all possible orientations of elliptic vibrations of definite ellipticity (b/a) would not lead to unpolarised light, but only to partially (circularly) polarised light. Only if both senses of rotation are equally probable would the resultant behave as unpolarised light. Similarly, if all possible (elliptical) states of polarisation are occupied with equal probability, i.e., the representative points on the Poincare sphere are uniformly distributed over its surface area, then again the resultant is unpolarised light.

[^15]Thus, an unpolarised light beam occurs in what might be called a "mixed" state in the quantum mechanical sense. Consequently, one would obtain uniform results for experiments made on such a beam only if the period of observation is large compared with the time over which coherence exists. It is known that in any atomic system, the light emitted as a result of a transition between two precisely defined quantum states must be completely polarised. Consequently, if a system emits unpolarised, or partially polarised light, then this must be attributed to (a) the fact that a number of closely spaced levels are involved in the emission, and (b) the fact that the individual emitters may be oriented differently. If the gas is subjected to a strong magnetic field, then the different components can be separated spectroscopically and then each is found to be completely polarised. In such a case, each component corresponds to a transition between two precisely defined states of the atom.

Thus, complete polarisation of the emitted light is observed only if the states of the emitter are precisely defined both before and after emission. If either is incompletely defined, then the light emitted is also incompletely polarised ${ }^{1}$. In fact, if a beam of light is precisely monochromatic, then it must also be completely polarised. Even if it consists of several components derived from different sources, and not expected to be connected with one another, the phase relationships between the components beams remain the same for all time if the frequencies are identically equal. Consequently, the resultant must have a unique state of polarisation ${ }^{2}$. For the same reason, a beam of unpolarised monochromatic light would appear to be elliptically polarised if it is observed over a period of time small compared to the reciprocal of the frequency width $\Delta v$ of the line. It is immaterial if the small line breadth is due to the characteristics of the source, or if it is obtained by means of a narrow band filter. The state of polarisation would however change with time and if one makes measurements over time intervals large compared to $1 / \Delta v$, then all possible states would be occupied, and only average values would be observed. It is interesting to note that not only the state of polarisation, but the intensity also should fluctuate with time. A detailed discussion of the statistical properties of unpolarised light is given by Hurwitza, based on the conventional decomposition of elliptically polarised light into two linear states at right angles, viz., $O X$ and $O Y$. They however follow much more simply from the Poincaré representation, and two of the interesting results are derived below.

As mentioned earlier, unpolarised light is represented by a point at the centre of the Poincare sphere, and this would be true on the average if all points on the Poincaré sphere are occupied with equal probability. Assuming this to be the case then-it is obvious that the quantity $\sin ^{2} \omega$ is uniformly distributed between 0 and 1. Now,

$$
\begin{equation*}
\sin 2 \omega=2 \sin \omega \cos \omega=2 a b /\left(a^{2}+b^{2}\right) \tag{17.1}
\end{equation*}
$$

which last function has been shown by Hurwitz to be uniformly distributed between 0 and 1. So also; if we consider ellipses of varying ellipticity, then the median value of $\omega$ is that value which divides the area of the sphere into two equal halves, i.e., $\sin 2 \omega=\frac{1}{2}$, which gives $2 \omega=30^{\circ}$ or $\omega=15^{\circ}$. The corresponding axial ratio of the ellipse is 0.268 , a rather surprising result, when not pictured in terms of the Poincaré sphere.

[^16]18. Production of polarised light ${ }^{1}$. a) Production of plane polarised light. Completely polarised light may be obtained from unpolarised light or partially polarised light by using one of three methods: (a) passing it through a strongly dichroic crystal, (b) removing by suitable means one of the two polarised components into which a beam of light is split up in a birefuingent medium, and (c) by reflection from a surface at a suitable angle or by refraction at oblique incidence through a pile of plates.
(a) In a dichroic crystal, two orthogonal states of linear polarisation are absorbed differently, sometimes with very different absorption coefficients. Consequently, one component may be reduced only by a small fraction. Eor instance a crystal of tourmaline, cut parallel to the optic axis and of thickness one millimeter, transmits very little of the component with its vibration direction parallel to the optic axis. Herapath ${ }^{2}$ found that crystals of iodoquinine sulphate was even more strongly dichroic, a thickness of 0.1 mm being sufficient to absorb almost completely one of the components, but this did not receive any practical application until recently. It was only some twenty years ago that large crystals of herapathite could be grown ${ }^{3}$.

However, it is possible to obtain an oriented deposit of colloidal herapathite crystals in a transparent base of nitrocellulose or plastic and this works very well as a polariser. Other materials, even more dichroic than herapathite have been prepared, and in this way polarisers useful for various spectral ranges, even going up to $2.8 \mu$ in the infrared have been prepared ${ }^{4,5}$. We shall refer to such polarising filters as polaroids though this is a commercial name given to one particular brand.
b) The difference in the refractive indices of the two polarised components in an anisotropic medium may be used to obtain total reflection of the component with the lower index. This is used in the well-known Nicol prism and similar polarisers like the Glan-Thomson prism. Sometimes, the two components are separated by refraction, as in the so-called double image prisms.
(c) Complete polarisation can be obtained by reflection at the Brewsterian angle from an isotropic material ${ }^{6}$. The corresponding transmitted beam must also be completely polarised. This method is useful in the infrared region. Using selenium, which has a high refractive index (about 2.9), a degree of polarisation of nearly $99 \%$ is possible for an angular range of incidence 59 to $77^{\circ}$.

Another method is to use a pile of plates, so that the degree of polarisation of the transmitted beam increases as it passes through successive plates. Usually four or five plates are sufficient. This method has been used in recent years for obtaining polarised infrared rays ${ }^{8}$, using selenium, tellurium and silver

[^17]chloride ${ }^{1}$. With eight thin films of selenium, each $3 \mu$ thick, a degree of polarisation of $99.8 \%$ is obtained.

In a polaroid, the transmitted beam suffers no lateral deviation, but this difficulty is present in most of the other polarising devices. A method of avoiding this with the pile of plates, by using two sets of plates producing opposite displacements, has been suggested ${ }^{2}$.
B) Production of elliptically polarised light. It is possible to produce elliptically polarised light of any desired azimuth, axial ratio and sense from a linearly polarised beam by the use of a linearly birefringent plate. With a given azimuth of vibration of the plane polarised beam $N$ (Fig. 12), any state of polarisation $P$ may be obtained, provided a suitable thickness of the birefringent plate is available. The orientation $\alpha, \alpha+\frac{\pi}{2}$ of the slow and fast axes of the plate with reference to that of the linear polariser and the required phase retardation $\varepsilon$ may both be determined from the construction shown in Fig. 12. The former are given by the longitudes $2 \alpha, 2 \alpha+\pi$ of the points where the great circle bisecting the $\operatorname{arc} P N$ cuts the equator. If $2 \omega, 2 \lambda^{\prime}$ are the latitude and longitude of $P$ with respect to $N$, then,

$$
\begin{align*}
\tan 2 \alpha & =\frac{1-\cos 2 \omega \cos 2 \lambda^{\prime}}{\cos 2 \omega^{\prime} \sin 2 \lambda^{\prime}}  \tag{18.1}\\
\sin \varepsilon & =\sin 2 \omega / \sin 2 \alpha . \tag{18.2}
\end{align*}
$$



Fig. 12. Principle of the elliptic polariser. A linear vibration $N$ is brought to the elliptic state by the action of a plate of retardation $\varepsilon$ whose slow axis is $E$.

With a given retardation plate, if the azimuth of both the polariser $(N)$ and plate $(E)$ can be arbitrarily varied, then a wide range of ellipticity can be obtained. However, there is an upper limit to the axial ratio $b / a$, i.e., of $2 \omega$ which can be obtained, namely $|2 \omega| \leqq|\varepsilon|$, which leads to $\left|\frac{b}{a}\right| \leqq \tan \frac{\varepsilon}{2}$. This may be readily proved from the construction in Fig. 12 by allowing $E$ to vary, keeping $N$ fixed. Thus all possible states of polarisation can be obtained with a single birefringent plate and incident linearly polarised light only if the relative retardation is $\pi / 2$, i.e., it is a quarter wave plate.

If a quarter wave plate is used, then $\varepsilon=\pi / 2$, so that we have from (18.2) $\sin 2 \omega=\sin 2 \alpha$ and from (18.1) $2 \omega= \pm 2 \lambda^{\prime}$. Thus the fast or slow axis of the quarter wave plate must be parallel to the major axis of the ellipse and correspondingly the polariser must be set at an angle $\lambda^{\prime}= \pm \omega$ to the fast axis. This is also clear from Fig. 12.

Owing to the dispersion of refractive indices, the phase retardation varies with wavelength and the settings calculated from (18.1) and (18.2) hold good only for a definite wavelength. In particular, a quarter wave plate prepared for one wavelength is not useful for other wavelengths. An achromatic quarter wave plate, whose phase retardation is a constant over the visible region may however be obtained by combining three plates of mica ${ }^{3}$.

[^18]The retardation between two perpendicular components could be produced not only by a birefringent plate, but also by total internal reflection. In the Fresnel rhomb two successive internal reflections at the appropriate angle (calculated from the refractive index) are used to produce a total retardation of $\pi / 2$ so that system acts like a $\lambda / 4$ plate. The advantage of the Fresnel rhomb is that it is practically achromatic. However it displaces the incident beam, though arrangements have been suggested to get over this deficiency by employing more than two reflections.
19. Measurement of elliptically polarised light. The measurement of elliptically polarised light requires the determination of three quantities, namely the orientation of the major axis, the axial ratio and the sense. These are given respectively by the longitude ( $2 \lambda$ ), the latitude $(|2 \omega|)$ and the sign $( \pm)$ of the latitude of the representative point on the Poincare sphere.

The principle of determining these quantities is in essence the reverse of what was discussed in the last section. The elliptically polarised light is converted into linearly polarised light by a retardation plate set at the proper azimuth, and the orientation of the resultant plane vibration is determined by means of a plane analyser. In practice, the azimuths of both the retardation plate and analyser are adjusted until complete extinction is obtained. Then the azimuth and axial ratio of the elliptic vibration may be obtained by inverting Eqs. (18.1) and (18.2). This method, in which a retardation plate with arbitrary phase retardation is used, is originally due to MacCullagh ${ }^{1}$ and Stokes ${ }^{2}$ and it is discussed in Sect. 21. It is obvious that if $\varepsilon$ is the phase retardation of the plate, then ellipses with axial ratio $|b / a| \geqq \tan \varepsilon / 2$ cannot be measured. On the other hand, all states of polarisation can be measured by means of a single retardation plate if it is a quarter wave plate. The use of a quarter wave plate is originally due to Sénarmont ${ }^{3}$ and this method is usually called after him. A defect in methods requiring the use of quarter wave plates is that such a plate will not have a relative phase retardation of $\pi / 2$ for all wavelengths:

The analysis of elliptically polarised light is of interest in two types of applications: (a) determination of small relative retardations introduced by doubly refracting media (having natural birefringence), birefringence produced by stress, or flow birefringence, (b) measurement of the parameters involved in the reflection of light from surfaces. According to the particular application, simplifications in the method as well as special techniques of high accuracy have been evolved. Some of these will be discussed below, particularly with respect to the general principles involved ${ }^{4}$.

All the methods are based essentially on the intensity formulae (2.4) to (2.6), namely that the fraction $\left(t_{A}\right)$ of the intensity of light of polarisation $P$ transmitted by an analyser $A$ is

$$
\begin{equation*}
t_{A}=\frac{1}{2}(1+\cos \overparen{P A})=\cos ^{2} \frac{1}{2} \overparen{P A}=\sin ^{2} \frac{1}{2} \widehat{P A}_{a} . \tag{19.1}
\end{equation*}
$$

This may be directly used to determine the azimuth $\lambda$ of the ellipse. As the orientation of the analyser is varied, $A$ travels along the equator, the arc $\overparen{P A}$ varies

[^19]and is obviously largest when $A$ lies in the same meridian as $P$. The point $A_{a}$ is then nearest to $P$, and the minimum intensity transmitted is $\operatorname{simply} \sin ^{2} \omega$. If we denote by $\beta$ the azimuth of the analyser and by $\beta_{\min }$ the setting for minimum intensity, then clearly,
\[

$$
\begin{equation*}
\lambda=\beta_{\min }-\frac{\pi}{2} \tag{19.2}
\end{equation*}
$$

\]

20. Determination of azimuth. In practice, it is difficult to judge the setting for minimum intensity accurately, and consequently what are known as halfshade devices are used. In these, the field of view is divided into two parts, the intensities of which will vary differently and the correct setting is one in which both are equally bright. The optimum intensity of the field of view at equality varies with the observer, and it is therefore desirable that this should be capable of adjustment. So also, the difference in intensity between the two halves should rapidly increase with a slight missetting of the analyser. If $J^{\prime}$ and $J^{\prime \prime}$ are the intensities in the two halves for a missetting specified by the parameter $\Delta \beta$, then the sensitivity $s$ of the device may be defined as follows:

$$
\begin{equation*}
\left|\frac{\left(J^{\prime}-J^{\prime \prime}\right)}{\left(J^{\prime}+J^{\prime \prime}\right)}\right|=\frac{1}{2} s \Delta \beta . \tag{20.1}
\end{equation*}
$$

For small values of $\Delta \beta$, this gives

$$
\begin{equation*}
s=\frac{1}{J_{0}} \frac{\partial}{\partial \beta}\left(J^{\prime}-J^{\prime \prime}\right) . \tag{20.2}
\end{equation*}
$$

Obviously, $s$ should be large for high accuracy. The three types of half-shades commonly used are discussed below ${ }^{\mathbf{1}}$. In all the three cases, if the devices are used for the direct determination of the azimuth, the sensitivity decreases with increasing angle of ellipticity. This defect can be removed by arrangements described in Sect. 21.
a) Double field analyser. Two linear analysers are used in the two halves of the field of view, the azimuth of the two being rotated with respect to each other by a small angle $\eta$. The arrangement is originally due to Jellett ${ }^{2}$ but several improvements have been made ${ }^{3}$. It consists of a Glan-Thomson prism from which a wedge-shaped piece has been removed and then cemented together. When the double field analyser is rotated, the intensities in the two halves will be equal when the major or minor axis of the ellipse is parallel to the internal bisector of the angle between the vibration directions of the two analysers. Of these, the latter is the more sensitive position, as the intensity will be less. The setting is shown on the Poincaré sphere in Fig. 13 and the condition for equality of intensity is $\widehat{A_{1 a} P}=\widehat{A_{2 a} P}$ which gives

$$
\begin{equation*}
\sin ^{2} \frac{1}{2} \overparen{A_{1 a} P}=\sin ^{2} \frac{1}{2} \widehat{A_{2 a} P} \tag{20.3}
\end{equation*}
$$

If $\beta$ is the azimuth of the internal bisector ( $A$ in Fig. 13) then

$$
\begin{equation*}
\lambda=\beta-\frac{\pi}{2} \tag{20.4}
\end{equation*}
$$

independent of the ellipticity.

[^20]The half-shade angle is not variable in the Jellett prism, but is adjustable in the arrangement due to Lippich ${ }^{1}$. In this, a smaller Nicol prism is put in front of the large analysing prism, with its azimuth at an angle $\eta$ to the analyser. While $\eta$ can be varied in this way, the transmissions of the two halves are different, the ratio of the two being $\cos ^{2} \eta$. If the incident light is linearly polarised, then its azimuth can be accurately determined with respect to a standard orientation. If $\eta$ is small, the azimuth $\lambda$ of the linear vibration is given by (20.4). If $\eta$ is not small, it can be shown that

$$
\begin{equation*}
\lambda=\beta-\frac{\pi}{2}-\frac{\eta}{2}+\dot{\alpha} \tag{20.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\tan \alpha=\frac{1}{2} \tan \eta \tag{20.6}
\end{equation*}
$$

There is only a constant difference ( $\alpha-\frac{1}{2} \eta$ ) from equation (20.4), which does not matter. However, this is not so for a general elliptic vibration, since the


Fig. 13. Principle of the double field analyser. (Stereographic projection.)
condition for equality of intensity is

$$
\begin{equation*}
\sin ^{2} \frac{1}{2} \widehat{A_{1 a} P}=\sin ^{2} \frac{1}{2} \widehat{A_{2 a} P} \cos ^{2} \eta \tag{20.7}
\end{equation*}
$$

If $P$ is not on the equator, the difference of the solution for $\lambda$ from Eq. (20.4) is not the same for all states, but depends on the ellipticity, and so a small systematic error is introduced.

In both arrangements, the sensitivity decreases with increasing angle of ellipticity.
B) Rotating biplate ${ }^{2}$. This consists of two thin plates of quartz (thickness about 0.05 mm ) cut perpendicular to the optic axis, one dextro- and the other laevo-rotatory, and is known as a "biquartz" or Nakamura plate. Each covers half the field of view and the arrangement is put before the analyser. If $\frac{1}{2} \eta$ is the rotation of each, then one half is transparent to linear vibrations making an angle $-\frac{1}{2} \eta$ with the plane of the linear analyser while the other half is transparent for linear vibrations at azimuth $+\frac{1}{2} \eta$. The arrangement is therefore equivalent to a Jellet prism of angle $\eta$. The intensities of the two halves will be equal and darkest only if the setting of the analyser is at $\pi / 2$ to the azimuth of the major axis of the incident ellipse. The Nakamura biplate is preferable to some other arrangements in which a plate of optically active material covers only one-half of the field of view. Because of the asymmetry, the loss of light due to reflection and other causes will be different in the two halves, and so precise measurements are not possible with the latter type.

A combination of two half wave plates, with their axes inclined at an angle $\frac{1}{2} \eta$ can be seen to be equivalent to an optically active plate producing a rotation $\eta$. In Fig. 14, the effect of the two half wave plates $E_{1} F_{1}$ and $E_{2} F_{2}$ is to bring the point $P_{0}$ to $P_{1}$ and then to $P_{2}$, the movement from $P_{0}$ to $P_{2}$ being equivalent to a rotation about $L R$ through an angle $\eta$. Such a combination may therefore be used instead of the quartz plate in each half of the Nakamura biplate ${ }^{3}$.

[^21]$\gamma$ ) Doubly refracting half shade. The simplest form of this, originally due to Laurent ${ }^{1}$ and Chauvin ${ }^{2}$ consists of a half wave plate kept in front of the analyser covering half the field of view, with one of its vibration directions at an angle $\frac{1}{2} \eta$ to that of the analyser. The portion covered by the mica has its maximum transmission for linear vibrations at an azimuth $\eta$ with respect to the analyser vibration. The arrangement is therefore equivalent to a Jellet prism. The halfshade match is achieved when the vibration directions of the half-wave plate are parallel to the axes of the ellipse. By varying $\eta$, the sensitivity may be altered; but in common with the other two types, the sensitivity of this device also decreases with increasing ellipticity. Further, the device cannot be used for different wavelengths, as the retardation of the plate can be made exactly equal to a half-wave only for a definite wavelength.

A very thin sheet of mica embedded in Canada balsam and covering half the field of view is a very useful half-shade for measuring the azimuth of linearly polarised light, obtained for instance in the Stokes-MacCullagh method after passage through the retardation plate. This is known as a Brace half-shade and is widely used in the measurement of the elements of elliptically polarised light. Its principle is described in the next section. A symmetric modification of this is a biplate composed of two equally thin birefringent plates with their fast directions at a small angle to each other ${ }^{3}$. Another modification of the birefringent half shade consists of two equally thin birefringent. plates (usually of mica)


Fig. 14 Two half-wave plates with their axes incined at $\frac{1}{2} \eta$ are together equivalent to an optically active plate producing a rotation $\eta$. (Stereographic projection.) with their fast and slow directions interchanged. When such a plate is placed in front of a linear analyser the system will show an equality in the two halves only when linearly polarised light is incident on it. This system is found to be of great use in the analysis of elliptically polarised light (see Sects. 21, 23).
21. Determination of ellipticity : Direct methods. The methods which have been proposed for the determination of ellipticity generally require a knowledge of the azimuth, although in some methods both are determined by suitable techniques. The main application of the measurement of ellipticity is for determining the phase retardation introduced by a birefringent medium. In such a case, the principal directions of birefringence are known, and it is the phase difference between the two waves which must be determined. Instruments designed for this purpose are known as compensators. By having auxiliary devices to determine the azimuth of the ellipse, these can also be used to determine the ellipticity of a polarised beam. In this section also, we shall only discuss the broad principles and give only one or two examples. A complete review is available in the publications mentioned in Sect. 20.
a) Sénarmont and Stokes-MacCullagh methods. If a quarter wave plate be set with its axes parallel to the principal axes of an elliptic vibration, the emergent vibration will be linearly polarised at an azimuth $\alpha$ with respect to the slow axis, where $\alpha$ determines the ellipticity of the incident vibration, i.e., $\tan \alpha$ is the ratio

[^22]of the two principal axes of the incident ellipse parallel to the slow and fast axes of the retardation plate (taken with a negative sign if the incident light is rightelliptic). This is the principle of the original Sénarmont method, in which the azimuth of elliptic vibration may be first determined by finding the setting of a linear analyser at which the intensity transmitted is a minimum.

As has been previously mentioned, the azimuth cannot be determined accurately in this manner when the ellipticity is not small. But if the principal axes of the $\lambda / 4$ plate are not exactly coincident with those of the incident elliptic vibration, the emergent vibration not being linearly polarised cannot be completely extinguished at any setting of the linear analyser placed after the retardation


Fig. 15. The Stokes-MacCullagh method. The incident state $P_{\mathrm{e}}$ can be reduced to a linear vibration $A_{a}$ on the equator by a suitably oriented retardation plate whose slow and fast axes are $E$ and $F$, and whose effect is to produce a clockwise rotation $\varepsilon$ about the diameter EF. A symmetrical setting with the fast axis at $F^{\prime}$ is also possible, when an anti-clockwise rotation $\varepsilon$ about $F^{\prime}$ brings $P_{0}$ to the equator at $A_{a}^{\prime}$. plate. Hence the deficiency of the simple method can to a large extent be over-come by a method of successive approximations due to Stokes ${ }^{1}$ and MacCullagir ${ }^{2}$, which has the added advantage that it can be used even when the retardation of the plate is different from $\pi / 2$. The procedure is to find by trial and error that particular setting of the retardation plate at which the emergent light can be completely extinguished at some setting of a linear analyser. The azimuths of the principal axes of the retardation plate are noted as also the orientation $\alpha$ with respect to these principal axes of a direction crossed with respect to the linear analyser. If the retardation of the plate is exactly $\pi / 2$ the constants of the incident elliptic vibration are immédiately obtained. When the retardation of the plate is $\varepsilon(\neq \pi / 2)$ the required setting of the plate is explained in Fig. 15 using the Poincaré sphere. In the setting illustrated, the major axis $M$ of the elliptic vibration will not coincide with the slow axis $E$ of the retardation plate but will be inclined to it at an angle $\gamma$ (arc $\widehat{E M}=2 \gamma$ ). Since the analyser setting $A$ is adjusted to cross out the emerging linearly polarised state, the latter coincides with $A_{a}$ and therefore $\widehat{E P_{0}}=\widehat{E A_{a}}=2 \alpha$. From the spherical triangle $P_{0} M E$

$$
\begin{align*}
& \sin 2 \omega=\sin 2 \alpha \sin \varepsilon  \tag{21.1}\\
& \tan 2 \gamma=\tan \alpha \cos \varepsilon \tag{21.2}
\end{align*}
$$

Hence the azimuth $\gamma$ and the ellipticity $\omega$ may be calculated if $\alpha$ is measured, provided, $\varepsilon$ is known. However even a knowledge of the retardation is unnecessary if by the method of successive approximations another setting of the retardation plate and analyser at which no light emerges is obtained. This is clearly a symmetrical setting (see Fig. 45), the fast axis $F^{\prime}$ of the retardation plate being such that $\overparen{F^{\prime} M}=\overparen{E M}=2 \gamma$ while the anticlockwise rotation $\varepsilon$ about $F^{\prime}$ brings $P_{0}$ to $A_{a}^{\prime}$, where $\widehat{F^{\prime} A_{a}^{\prime}}=2 \alpha$. The bisector of the angle between the slow axis at first setting and the fast axis at the second setting determines the azimuth of the major axis of the incident elliptic vibration. Having thus determined $\gamma$, the ellipticity

[^23]is obtained from the spherical triangle $P_{0} M E$ as
\[

$$
\begin{equation*}
\cos 2 \omega=\cos 2 \alpha \sec 2 \gamma \tag{21.3}
\end{equation*}
$$

\]

[It may be noted that the unknown retardation $\varepsilon$ of the plate may also be now determined from (21.2) - a principle used in some compensators-see e.g. Sect. 23.]

Though the oldest method, we have referred to this in some detail not only because of its great simplicity but also as most other methods are only minor modifications attempting to improve its accuracy. The following drawbacks in this method may be noted. The Sénarmont method has the apparent advantage that there are two independent operations (namely of determining the azimuth and then the ellipticity) but is inaccurate in its elementary form for reasons mentioned. The Stokes-MacCullagh method, though more accurate, requires a procedure of successive approximations. Further in neither of the methods is the half-shade principle incorporated. We shall discuss three modifications which have been suggested for incorporating the half-shade principle in the adjustments.

阝) The Tool half-shade method. Tool has devised an elegant halfshade method ${ }^{1}$ making use of a Jellet prism to which is attached a Brace elliptic half-shade. The principal planes of the Brace plate are at $\pm \frac{\pi}{4}$ to the internal bisector of the angle between the


Fig. 16. Tool elliptic analyser. $A=$ Jellett double prism, $B=$ Brace half-shade, $C=$ Compensator piate, $A_{1}, A_{z}=$ Two halves of Jellett prism. vibration directions of the analyser, and the plate is kept so as to cover one-half of each half of the analyser. The arrangement is shown schematically in Fig. 16.

The setting for-equality of intensity in all the four quadrants is obtained by successive approximations. The compensator and the combined analyser halfshade system are first rotated together to obtain a match for the birefringent half-shade. With the compensator fixed, the analyser system (with the attached Brace-plate) is rotated for a match of the two parts of the Jellet prism, which now affects the match already obtained for the birefringent half-shade. The two procedures are then repeated successively. Fig. 17a explains the final setting on the Poincaré sphere. In this figure $E, F, E_{B}, F_{B}$ represent respectively the principal axes of the compensator and the Brace birefringent half-shade; $P_{1}$ and $P_{2}$ are the states incident on the upper and lower halves of the Jellet prism; $A_{1}$ and $\bar{A}_{2}$ represent the azimuths of the left and right halves of the Jellet analyser and $A$ their internal bisector. The Brace plate is attached to the Jellet prism such that $\operatorname{arc} \overparen{A F}_{B}$ is a quadrant.

The actual formulae for the parameters $\lambda$ and $\omega$ of the incident ellipse clearly involves, in addition to the setting of the compensator and the analyser system and the phase retardation of the compensator, also the phase retardation $\eta$ of the Brace plate. These are not given here but may be obtained from the paper by Skinner ${ }^{1}$. Fig. 17b gives the corresponding figure when a symmetrical birefringent half-shade is used in which the two halves consist of equally thick birefringent plates but with their fast and slow axes interchanged. In this case

[^24]a method of successive approximations is not required when the compensating plate is set properly (i.e., such that $P_{0}$ is brought to a point $P$ on the equator), since whatever be the setting $F_{B}$ of the birefringent half-shade, the states $P_{1}$ and $P_{2}$ emerging from its two halves will be symmetrically above and below the equator, and consequently the birefringent half-shade will appear matched. The formulae in this case are clearly identical with those for the Stokes-MacCullagh


Fig. 17 a and b. Tool elliptic analyser at correct setting. (a) The incident state $P_{0}$ is brought to $P_{1}$ by the compensator; $P_{1}$ is altered to $P_{8}$ by the Brace plate in the lower half of the field, $P_{1}$ and $P_{2}$ being symmetrically above and below the equator. The birefringent half-shade is matched since $\widehat{A} 1 a^{P_{1}}=\overparen{A}_{1 a} P_{2}$ and $A_{2 a} P_{1}=A_{2 a} P_{2}$; while the two halves of the Jellett prism are matched since $\widehat{A_{1 a} P_{1}}=\widehat{A_{2 a} P_{1}}$ and $\widehat{A_{1 a} P_{s}}=\widehat{A_{s a} P_{2}}$. (b) Modified symmetric form. Here $P_{0}$ is brought to $P$ on the equator and then converted to $P_{1}$ and $P_{2}$ respectively by the two halves of the birefringent half-shade.
method, with the added advantage of the half-shade. The retardation of the half-shade does not enter into the formulae, and a knowledge of the retardation $\varepsilon$ can be rendered unnecessary as in that case.
f) Double half-shade methods. RicHartz ${ }^{1}$ has devised a simple, at the same time accurate, modification of the Sénarmont method for determining all the elements of an elliptically polarised beam. Half the field of view is covered by


Fig. 18. Richartz double half-shade analyser. $Q=$ quarter wave plate, $N=$ Nakamura biplate, $A=$ linear analyser. a quarter-wave plate and behind this is kept a Nakamura rotating bi-plate, with its dividing line at right angles to the edge of the quarter-wave plate (Fig. 18.) The system is backed by an analyser.

Initially a principal axis of the quarter-wave plate is adjusted to be perpendicular to the vibra-tion-direction of the analyser by keeping the combined half-shadow plate between crossed nicols and rotating it so that both pairs of the fields of view are equally bright. The elliptically polarised light is then allowed to fall on the elliptic analyser, and the whole system is rotated until the lower halves not covered by the quarterwave plate appear equally bright. The axes of the quarter-wave plate are now parallel to those of the ellipse. The azimuth of the plane polarised light

[^25]emerging from the $\lambda / 4$ plate is determined by rotating the analyser alone until equality of intensity is obtained in the top quarters.

The polarisation states of the light emerging from the four quadrants of the half-shade system at the correct setting of the quarter wave plate are indicated in Fig. 20a by $P_{1}, P_{2}, P_{3}^{\prime}, P_{4}^{\prime}, P$ being the state of the incident light. It will be noticed from this that the first setting for the determination of the azimuth of $P$ will not be sensitive if the ellipticity is large (see also Sect. 19). This in turn affects the accuracy in measuring the ellipticity, although the second setting in the above arrangement is by itself very sensitive.

This points to the need for devising a half-shade system by which both the azimuth and ellipticity can be measured accurately. Ramaseshan ${ }^{1}$ has made a careful study of this problem and he has suggested a number of arrangements for achieving it. The essential idea is to have a system by which the point $P^{\prime}$ is accompanied by four points $P_{1}^{\prime}, P_{2}^{\prime}$, $P_{3}^{\prime}, P_{4}^{\prime}$ forming a cross with it, as shown in Fig. 20a. Then, at the correct setting, there will be equality of intensity in both the half-shade pairs only if $P^{\prime}$ is exactly on the equator and if the analyser is set at azimuth $P_{a}^{\prime}$, antipodal to $P^{\prime}$. In fact, if this could be achieved, then the setting of the quarter wave plate can be made for any arbitrary setting of the analyser (although the sensitivity is maximum when it is at $P_{a}^{\prime}$ ), by adjusting for equality of intensity in $P_{1}^{\prime}$ and $P_{2}^{\prime}$. The analyser is then adjusted for equality in $P_{3}^{\prime}$ and $P_{4}^{\prime}$. The measurement does not require the use of successive approximations and the first setting can be made independent of the second.

Perhaps the simplest way of achieving the cross of points, when a quarter


Fig. 19a-c. Different possible arrangements in RamaSEsman's analyser. $Q=$ quarter wave plate, $N=$ Nakamura biplate, $B=$ birefringent half-shade consisting of two plates of low, but equal retardation ( 2 to $5^{\circ}$ ), with their fast and slow axes interchanged, $A=$ linear analyser. wave plate is used, is to have the quarter wave plate $(Q$ of Fig. 19a) covering the whole field and having one Nakamura biplate in front covering the top half, and another Nakamura biplate behind it covering the bottom half. The states of polarisation of the light emerging from the upper two quarters are then represented by $P_{1}^{\prime}$ and $P_{2}^{\prime}$ (Fig. 20a) and of light emerging from the lower two quarters by $P_{3}^{\prime}$ and $P_{4}^{\prime}$.

Two other possible types of arrangement are shown in Figs. 19b and 19c. In Fig. 19b, the upper half consists of a Nakamura biplate kept before $Q$, while the lower half is a double-refracting biplate, $B$, which is also kept before $Q$, but whose axes are at $\pm 45^{\circ}$ to those of the quarter wave plate. The way in which $P_{1}^{\prime}, P_{2}^{\prime}, P_{3}^{\prime}, P_{4}^{\prime}$ are produced is shown in Fig. 20 b .

[^26]In Fig. 19c, on the other hand, both the biplates are kept after the quarter wave plate. Here, the Nakamura biplate forms the lower half and leads to the points $P_{3}^{\prime}, P_{4}^{\prime}$ on the Poincaré sphere. The upper half consists of a double-refracting biplate, but its azimuth can be varied by rotating the half-shade system. The separation between $P_{1}^{\prime}$ and $P_{2}^{\prime}$ produced by it is maximum when its axes are at $45^{\circ}$ to the analyser setting. Fig. 20 c has been drawn corresponding to this setting.


Fig. 20 a-c. Theory of the double half-shade arrangements in Figs. 18 and 19. (a) corresponds to Figs. 18 and 19a, (b) to 19 b and (c) to 19 c .

In all the three arrangements, the adjustments of the quarter wave plate $Q$ and the analyser $A$ can be made in a straightforward manner. First $Q$ is adjusted for equality in the upper half-shade ( $P_{1}^{\prime}$ and $P_{2}^{\prime}$ ) and then $A$ is adjusted for equality in the lower half-shade ( $P_{3}^{\prime}$ and $P_{4}^{\prime}$ ). The sensitivity of the first setting is maximum when the second is correctly adjusted, and vice versa and therefore a second adjustment of both $Q$ and $A$ is desirable.

In the arrangements 19a and 19b, the effective "half-shade angle" i.e., the angular separation of the points $P_{1}^{\prime}$ and $P_{2}^{\prime}$ and of $P_{3}^{\prime}$ and $P_{4}^{\prime}$ is not a constant, independent of the ellipticity. In both, $\widehat{P_{1}^{\prime} P_{2}^{\prime}}$ decreases with increasing ellipticity. So also, they are not suited for use with compensator plates whose retardation is not exactly $\pi / 2$, for then the four points $P_{1}^{\prime}, P_{2}^{\prime}, P_{3}^{\prime}, P_{4}^{\prime}$ do not form a rectangular cross. The last arrangement (20c), on the other hand, is ideally suited for this. case, since it is the final state $P^{\prime}$ which is split up into four parts with different
 stage in between the polariser and the orthogonal elliptic analyser. Both the $P$-system and the $Q$-system are adjusted until crossing is obtained. Then the
azimuth and ellipticity of the state propagated unchanged is the state of the light incident from the polariser and may be obtained from the settings $\lambda_{P}$ and $\lambda_{o}$. In certain experiments it is necessary to have the incident vibration of constant ellipticity, but of variable azimuth. This can be obtained by setting $\lambda_{P}-\lambda_{Q}$ equal to $\omega$ and rotating the $P$ - and $Q$-systems together. If more general sections of the Poincaré sphere have to be explored it would be necessary to use a pair of crossed birefringent plates of equal retardation $\delta \neq 90^{\circ}$.
22. Compensators. In the above methods, the compensating plate which converts the elliptical vibration into a linear vibration has a fixed retardation and only its azimuth is varied. On the other hand, one could employ birefringent plates of fixed orientation, but of variable retardation. Such a plate is known as a compensator and may be obtained by using a wedge-like plate, or a combination of wedges, with their fast and slow directions interchanged. The two types most commonly used are the Babinet compensator (Fig. 21a) and the Soleil compensator (Fig. 21 b$)^{1}$ which are usually made of quartz plates


Fig. 21. (a) Babinet compensator. (b) Soleil compensator.
cut parallel to the optic axis ${ }^{2}$. In the Babinet compensator, the path retardation varies linearly over the breadth of the plate, while it is a constant over the whole area in the Soleil compensator. In both, the retardation may be varied by moving one of the plates, and the relative phase retardation may be varied over a few cycles in the usual designs.

In all methods involving the use of such compensators, it is necessary to know the azimuth of the elliptic vibration beforehand, as the principal directions of the compensator must be kept parallel to the axes of the ellipse. This may be done by using one of the half-shadow methods discussed earlier. However, by far a major part of the applications of compensators is for finding the retardation $\delta$ produced by a crystal plate or birefringent medium. This may be measured by keeping a linear polariser at $\pi / 4$ to the principal planes, when the ellipticity of the resulting ellipse is given by $\tan \frac{1}{2} \delta$. The axes of the ellipse will be parallel to the principal directions of the crystal plate, and so the orientation of the compensator presents no problem.

In the Babinet compensator, a series of dark and bright fringes will be observed in the field of view, when linearly polarised light at azimuth $\pi / 4$ is incident and an analyser is set at azimuth $\pm \frac{\pi}{4}$. The setting of the analyser does not affect

[^27]the position of the fringes, but they are clearest at $\pm \frac{\pi}{4}$ and vanish at 0 and $\frac{\pi}{4}$. If now a crystal plate is introduced with its principal directions parallel to those of the compensator, then the fringes will shift by an amount proportional to the retardation $\delta$ introduced. The shift may be directly measured, or may be compensated by moving one of the wedges. The instrument is calibrated by measuring the band-width or the movement recessary to shift the fringes through one band, which corresponds to a phase retardation of $\pi$.

The Soleil compensator is very similar to the Babinet, except that the field of view is uniform in intensity and the adjustments of the compensator are made for extinction. The calibration is done by measuring the movement of the wedges from one setting for extinction to the next. In view of the large field of view, half-shadow devices could be used in combination with it ${ }^{1}$.

The problems connected with the accurate adjustment and the calibration of the Babinet and Soleil compensators have been discussed by JERRARD ${ }^{2}$. A birefringent compensator having a field of view about 25 times that of the Babinet and suitable for use in strongly convergent light, as in microscopy, has also been developed ${ }^{3}$.
23. Compensators for measuring small ellipticity. A type of compensator, suitable for small ellipticities, may be obtained by compressing or tensioning a plate of optical glass, whereby it develops birefringence with the principal planes parallel and perpendicular to the direction of the tension. Uniform phase retardation may be obtained over the field of view with proper arrangements, and its value may be varied by adjusting the tension. This method is particularly used for measuring very small retardations of the order of $10^{-5} \cdot 2 \pi$. Half-shade arrangements using such a compensator have also been described ${ }^{4}$.

A particularly accurate arrangement, making use of two retardation plates, one as a compensator and the other as a half-shadow device has been devised by Brace ${ }^{5}$. Several modifications of this have been suggested by various workers, and full details may be obtained from JERRARD's review.

Here, we shall consider the typical arrangement. The polariser is kept at $\pi / 4$ to the principal planes of the crystal plate under study, producing a phase retardation $\delta$, and the emergent elliptical light passes through a retardation plate producing a phase difference $\varepsilon$ of about $2 \pi / 50$. Behind this is kept another birefringent plate with a retardation of about $2 \pi / 200$, which covers half the field of view (Brace half-shade of Sect. 20). As mentioned in Sect. 21, a more satisfactory arrangement would be to have a biplate, of half the thickness, each covering half the field of view, but with their fast and slow directions interchanged. We shall develop the theory for the latter arrangement ${ }^{6}$. Behind the half-shade is the linear analyser.

With the polariser and analyser crossed, and keeping the principal directions of the half-shade at $\pm \frac{\pi}{4}$, the setting of the compensator for equality of intensity is indicated in Fig. 22a.

[^28]The half-shade is kept at $\pi / 4$, but the compensator azimuth $k$ can be varied, and if this is such that the elliptic vibration $P_{0}$ is converted into a linear vibration $P$, then there would be equality of intensity in the two halves of the field of view (Fig. 22a). The setting is independent of the position of the analyser, but the sensitivity can be greatly increased by bringing the analyser close to the setting orthogonal to $P$ i.e., $A_{a}$ coinciding with $P$. Let the azimuth of the analyser for this condition by $\gamma+\frac{\pi}{2}$ i.e., $2 \gamma$ is the longitude of $P$.

Alternatively the half shade plate may be kept in front of the compensating plate and the setting of the compensator for match determined. This is independent of the polariser setting but the field will appear darkest when the polariser


Fig. 22 a and b. Diagrams (a) and (b)illustrating two possible arrangements for the Brace compensator. The rotations of the Poincaré sphere are highly exaggerated.
is turned through an angle $\beta$ such that the state $P_{0}$ of the light emerging from the test plate represents a state which, if the half shade had been absent, would have been crossed out by the elliptic analyser composed of the compensator plate backed by the nicol (Fig. 22b).

The values of $\gamma$ and $\beta$ for the two cases, as also that of the phase retardation $\delta$, in terms of the compensator setting $k$ and its retardation $\varepsilon$ are given by the following equations. They may be derived from the appropriate spherical triangles in Figs. 22a and 22b.
(a)

$$
\left.\begin{array}{rl}
\tan \delta & =\sin 2 k \tan \varepsilon, \\
\tan 2 \gamma & =\frac{1-\sec \varepsilon}{\cot 2 k+\tan 2 k \sec \varepsilon}, \tag{23.2}
\end{array}\right\}
$$

(b)

The setting of the compensator for match of the half-shade is first determined approximately with the polariser and analyser crossed. The value of $\gamma$ or $\beta$ as the case may be is calculated, the polariser or analyser is kept at that position and the compensator is carefully reset for match. A second setting of the compensator is also possible, shown by $E^{\prime} F^{\prime}$ in Figs. 22a and 22b, for which $\gamma$ and $\beta$ have respectively the same values as in the previous case, except for a change of sign. Two more settings can be obtained during a full rotation of the compensator at an angle $\pi$ away from the above two settings. The best method of utilis-
ing these four readings is discussed by Szivessy ${ }^{1}$. Very accurate measurements can be made in this way and an accuracy of one percent or better is claimed for measuring phase differences of the order of $1 \times 10^{-4} \cdot 2 \pi$. As may be verified from Fig. 22 and the equations for $\delta$, the setting of the polariser or analyser has no effect on the setting of the compensator for match of the half-shade, although it affects the sensitivity. The settings $\gamma$ and $\beta$ are only those for maximum sensitivity.

Several modifications may be made in the above arrangement e.g., by interchanging the position of the compensator and the half-shadow plates, or keeping either the half-shadow plate or the compensator plate, or both, in either order, before the crystal plate whose retardation is to be measured ${ }^{2}$. No special advantages seem to be present for any of these arrangements over the case considered above.

A simple method, making use of a single birefringent plate both as a compensator and a halfshade has been proposed by Szivessy ${ }^{3}$. This is particularly useful for small ellipticities. The birefringent plate, whose phase retardation $\eta$ is chosen to be slightly larger than twice the expected phase difference $\delta$, is fixed to cover half the field of view. The analyser is initially kept at right angles to the major axis, and the compensator plate is rotated until equality of intensity is obtained. The setting for this is shown on the Poincare sphere in Fig. 23. and it will be seen that there will be four possible settings of the fast axis during a


Fig. 23. Principle of Szivessy's compensator half-shade. The incident state $P_{v}$ is transformed to $P$ for one half of the field of view by the compensator half-shade whose fast axis is $F_{1}$. The two halves are matched when $P_{6}$ and $P$ are symmetrically above and below the equator, $A$ being the analyser setting for which the field is darkest. Rotations of the Poincaré sphere are exaggerated. rotation of $\pi$, marked by $F_{1}, F_{2}, F_{1}^{\prime}, F_{2}^{\prime}$ in the figure. The latter two are not of interest, because they correspond to the settings when the principal directions of the half-shadow plate are parallel and perpendicular to the analyser. If $k, \frac{\pi}{2}-k$ are the settings corresponding to $F_{1}$ and $F_{2}$, then the relation between $\delta$ and $k$ is

$$
\begin{equation*}
\tan \delta=\sin 2 k \tan \frac{1}{2} \eta \tag{23.3}
\end{equation*}
$$

Modifications of the above method, and of the Brace compensator have been suggested by Szivessy and Herzog ${ }^{4}$. A detailed study of the Sénarmont compensator and of its modifications has been made by Gabler and Sakob ${ }^{5}$.
24. Photoelectric methods for the ánalysis of elliptically polarised light. \&) Methods using compensators. Visual methods cannot be employed for the regions of the spectrum outside the visible, and so other methods have to be used. Photographic methods are useful, particularly in the ultraviolet ${ }^{6}$. The main purpose

[^29]of such studies have been the investigation of the optical properties of absorbing materials, from the state of polarisation of the light reflected from the surface. The relationship between the polarisation state and the optical constants; both in isotropic and anisotropic media, will be found elsewhere ${ }^{1}$. Here, we shall consider the main principles involved in the non-visual methods which have been proposed for measuring the characteristics of an elliptically polarised beam.

All methods use some type of detector for measuring the intensity of radiation. We shall use the term photocell for this device, although other types of detectors may be employed actually. In polarimetry, where only the azimuth of a linearly polarised beam is to be determined, the photoelectric method is in principle the same as the visual method ${ }^{2}$. The setting of the analyser for minimum intensity gives the azimuth directly, or the method of symmetric angles may be used, in


Fig. 24. Principle of the Kent and Lawson photoelectric analyser. The state of polarisation $P$ is brought to the circular state $L$ by a rotation $\varepsilon$ about $E F$. Note that $P_{e}$ is brought to $R$ by the same operation. which the settings on either side at which the intensities are equal are determined, the mean giving the setting for minimum ${ }^{3}$. The dark current of the photo-cell may be suppressed by modulating the incident beam, e.g. by an intermittent chopper, and using a tuned amplifier ${ }^{4}$.

Bruhat and Grivet ${ }^{5}$ were the first to use the photoelectric method of analysing elliptically polarised light. However, they did not use the principle of modulation. Kent and Lawson ${ }^{6}$ have suggested a very ingenious method in which the ellipse is converted into a circular vibration by means of a quarter-wave plate, instead of into a linear vibration as in the usual methods. If the emergent light is fed through a rotating linear analyser to a photo-cell, then there would be no a.c. signal if the light is circularly polarised. Otherwise, it is obvious that there would be a fluctuating component in the intensity of twice the frequency of rotation of the analyser. By using a narrow band amplifier, the signal-to-noise ratio may be greatly increased.

The principle is indicated in Fig. 24. The point representing the state of polarisation of the incident light may be brought to $L$ (or $R$ as the case may be) by rotating it through an angle $\varepsilon$ about $E F$, where the longitude of $F$ is $\frac{\pi}{2}+2 \lambda$. Thus, the principal planes of the compensator must be at $\pm \frac{\pi}{4}$ to the axes of the ellipse, and the phase retardation $\varepsilon$ of the compensator must be variable. If the azimuth $\lambda^{\prime}$ and the retardation $\varepsilon$ are adjusted so as to obtain circularly

[^30]polarised light, then
\[

$$
\begin{equation*}
\lambda=\lambda^{\prime}-\frac{\pi}{4}, \quad|2 \omega|=\frac{\pi}{2}-\varepsilon \tag{24.1}
\end{equation*}
$$

\]

so that

$$
\begin{equation*}
\left|\frac{b}{a}\right|=|\tan \omega|=\cot \frac{\varepsilon}{2} \tag{24.2}
\end{equation*}
$$

It is clear that the sense of the ellipse cannot be determined, since there is no way of distinguishing whether the state of the circularly polarised beam is $L$


Fig. 25 a and b . Photoelectric method for analysing elliptically polarised light. (a) Using modulated light source. (b) Using rotating analyser.
or $R$. Thus there is an ambiguity between two orthogonal states in this method. A practical difficulty of the rotating analyser method ${ }^{1}$ is that the photoelectric effect is dependent on the azimuth of the plane polarised light, so that the photocell is not equally sensitive for all azimuths. This difficulty may be avoided by fixing a quarter-wave plate behind the analyser at the appropriate azimuth, the two being rotated together, so that circularly polarised light is always incident on the photocell.
$\beta$ ) Methods without compensating plates. Two interesting methods have been suggested for the analysis of elliptically polarised light using a stationary double image prism and two photocells ${ }^{2}$. In both, tuned amplifiers are used and a matching circuit, which can compare the two outputs, either in phase or antiphase, is utilized for making the adjustment.

The first is a simple application of the visual ${ }^{3}$ and photographic ${ }^{4}$ methods, using a double image prism. The principle is shown in Fig. 25a. The double

[^31]image prism separates two perpendicular linear vibrations, and may be considered to be a double field analyser (Sect. 20) with a half-shadow angle of $\pi / 2$. The two fields will be equally bright when the two bisectors of this angle are parallel to the axes of the ellipse. It may be shown that the sensitivity of the device is a maximum when the half-shadow angle is $\pi / 2$, but this condition is not utilised for visual methods, since the intensity in the field of view will be too high. In a photocell, this presents no difficulty because the constant intensity may be


Fig. 26. Theory of the photoelectric elliptic analyser of Fig. 25b. Light of polarisation state $P$ is passed through a rotating linear analyser and then through a double image priszo which resolves it into states $D_{1}$ and $D_{2}$. The intensities in $D_{1}$ and $D_{2}$ will be in anti-phase only when $P$ lies on the meridian through $D_{2}$ and $D_{2}$. removed by having a chopper rotating at a frequency $f$ and observing only the components of frequency $2 f$.

Having obtained the azimuth of the ellipse, the double image prism is then rotated through $\pi / 4$, so that the axes of the prism are parallel to the axes of the ellipse. The ratio of the intensities in the two fields then gives $b^{2} / a^{2}$. Using a Wollaston double image prism, it is possible to match the two fields by means of an auxiliary analyser behind the prism. Its azimuth at equality gives directly the ellipticity $\omega(=\arctan b / a)$ of the ellipse.

The other method is rather ingenious. Here, no chopper is used, but a rotating analyser is placed in front of the double image prism (Fig. 25b). Imagine all azimuths to be measured from the major axis of the ellipse to be determined. Let $\beta$, $\beta+\frac{\pi}{2}$ be the azimuths of the two axes of the double image prism and $\mu$ that of the rotating analyser. Then the fraction of the intensity received by the photocell 1 is, referring to Fig. 26

Similarly

$$
\left.\begin{array}{rl}
t_{1} & =\frac{1}{2}(1+\cos \widehat{A P})\left[\frac{1}{2}\left(1+\cos \overparen{A D_{1}}\right)\right]  \tag{24.3}\\
& =\frac{1}{4}(1+\cos 2 \mu \cos 2 \omega)[1+\cos 2(\mu-\beta)] .
\end{array}\right\}
$$

$$
\begin{equation*}
t_{2}=\frac{1}{4}(1+\cos \mu \cos 2 \omega)[1-\cos 2(\mu-\beta)] \tag{24.4}
\end{equation*}
$$

Thus

$$
\left.\begin{array}{rl}
t_{1,2}=\frac{1}{4}[1 & +\{\cos 2 \omega \cos 2 \mu \pm \cos 2(\mu-\beta)\}+  \tag{24.5}\\
& +\cos 2 \mu \cos 2 \omega \cos 2(\mu-\beta)] .
\end{array}\right\}
$$

If $f$ is the frequency of rotation of the analyser, then the second term is of frequency $2 f$ while the third is of frequency $4 f$. By means of a tuned circuit, the latter is eliminated. Considering only the second term, the two intensities are

$$
\begin{equation*}
t_{1,2}^{\prime}=(\cos 2 \omega \pm \cos 2 \beta) \cos 2 \mu \pm \sin 2 \beta \sin 2 \mu \tag{24.6}
\end{equation*}
$$

It is seen that only if $\beta=0$ are the two exactly in anti-phase and the ratio of the two is then

$$
\begin{equation*}
\frac{t_{2}^{\prime}}{t_{1}^{\prime}}=-\frac{1-\cos 2 \omega}{1+\cos 2 \omega}=-\tan ^{2} \omega \tag{24.7}
\end{equation*}
$$

Thus, the setting of the double image prism for this condition gives the orientation of the axes of the ellipse and the ratio of the two signals give $-b^{2} / a^{2}$. As in the first method, an auxiliary analyser may also be used to give directly $\omega$.

Both the methods do not give the sense of the ellipse. Unlike in KENT and Lawson's method, the ambiguity in these methods is that the sign of $\omega$ is
indeterminate, while $\lambda$ is definitely fixed. The alternative choice of $P$ is shown by $P^{\prime}$ in Fig. 26. Such an ambiguity is unavoidable if no compensators are used, and only measurements of intensities are made with analysers represented by points on the equator of the Poincare sphere. On the other hand, these methods do not require any calibration of the compensator plates.

The photocell method has been utilised for the analysis of elliptically polarised radiation in the infrared, particularly in connection with the determination of optical constants by reflection ${ }^{1}$.
25. Depolarisers. A depolariser is an arrangement which converts a beam of light of any state of polarisation into an unpolarised beam. Such a device finds an application for instance if the relative intensities of two differently polarised components have to be compared after passing through an instrument such as a spectrograph, where refraction through optical surfaces occur.

In the Poincare representation, unpolarised light is represented by a point at the centre of the Poincaré sphere. Thus, if the vector $\boldsymbol{p}$ represents the state of the beam emerging from the depolariser, then it must change in such a way that its mean value is zero, i.e.,

$$
\begin{equation*}
\int \boldsymbol{p} d s=0 \tag{25.1}
\end{equation*}
$$

where $s$ is some parameter ${ }^{2}$. This must happen independent of the state of polarisation of the incident beam. Since any light beam can be considered to be made up of a mixture of an unpolarised part and a completely polarised part, it is only the latter that has to be rendered unpolarised by the depolariser. Our discussion may therefore be confined to completely polarised incident light.

The effect of an optical element is to rotate the point on the Poincare sphere about some axis. Suppose the crystal plate exhibits varying path retardation over its surface extending over a number of wavelengths. Then $P$ would be rotated over a number of complete revolutions about the axis concerned. If the incident beam is plane polarised and the plate is optically active, the point $P$ is rotated around the equator, and the mean value of $\boldsymbol{p}$ for an integral number of rotations is zero: However, if the incident light is elliptically polarised, such a plate will not render it unpolarised. In general, rotation about any one axis alone will not be sufficient to depolarise an incident beam, irrespective of its state of polarisation. However, if the instrument produces, in effect, rotations distributed evenly over a range of $2 \pi$ about two perpendicular axes in Poincaré space, the rotations being uncorrelated, then it would act as a depolariser. This is so because any point on the sphere would be evenly distributed over its surface area by this process.

It is also possible to achieve this by means of correlated rotations about two perpendicular axes ${ }^{3}$. If the ratio of the two rotations is $r$, then the resultant Poincaré vector can be shown to be zero if $r$ is an integer equal to, or greater than 2. The simplest case with $r=2$ was adopted by Lyor ${ }^{4}$, who obtained the effect by using two plates of quartz, one twice the thickness of the other, both cut parallel to the optic axis, but kept one behind the other, with their axes at $45^{\circ}$ to each other. The resultant rotations are about $H V$ and $C D$ which are at right angles. Lyot used this with white radiation and the thickness was quite large, so that small variations of wavelength introduced the varying phase retardations. If a similar arrangement is to be used for monochromatic light, e.g.,

[^32]in the study of scattering of light or the Raman effect, then two wedges, one with twice the angle as the other, but with their principal directions at $45^{\circ}$ may be used. Here, the transmitted light would be unpolarised when averaged over the area of the depolariser. Billings has suggested the use of the electro-optical effect to construct a depolariser. The electric field which is applied to the crystal (like $\mathrm{KH}_{2} \mathrm{PO}_{4}$ ) through which the light is transmitted is varied in a saw tooth fashion at a high frequency. The transmitted light would be unpolarised if observed for a period much larger than the period of one cycle.

## B. The theory of propagation of light in anisotropic media.

## I. General considerations.

26. Electromagnetic equations ${ }^{1}$. The four field vectors $\boldsymbol{E}, \boldsymbol{D}, \boldsymbol{H}$ and $\boldsymbol{B}$ where
$\boldsymbol{E}$ is the electric field
$\boldsymbol{D}$ is the displacement or the electric induction
$\boldsymbol{H}$ is the magnetic field
and $\boldsymbol{B}$ is the magnetic induction
define the electromagnetic field in any medium and they must satisfy Maxwell's, equations ${ }^{2}$. If in a medium the charge density is $\varrho$ and the current density is $\boldsymbol{j}$ then Maxwell's equations are given by

$$
\left.\begin{array}{rl}
\operatorname{curl} \boldsymbol{H} & =\frac{1}{c} \dot{\boldsymbol{D}}+\frac{\boldsymbol{j}}{c}  \tag{26.1}\\
\operatorname{curl} \boldsymbol{E} & =-\frac{1}{c} \dot{\boldsymbol{B}}
\end{array}\right\}
$$

and one also has the scalar relations

$$
\left.\begin{array}{r}
\operatorname{div} \boldsymbol{B}=\varrho  \tag{26.1a}\\
\operatorname{div} \boldsymbol{B}=0
\end{array}\right\}
$$

When a non-conducting medium is placed in an electric field, the distribution of electric charges that constitute the atoms and molecules is altered and this alteration produces a dipole moment per unit volume described by a polarisation vector $\boldsymbol{P}$. There would also be quadrupole moments $(Q)$ and other higher order effects induced ${ }^{3}$. The induction $\boldsymbol{D}$ is given by .

$$
\begin{equation*}
\boldsymbol{D}=\boldsymbol{E}+\boldsymbol{P}-\operatorname{div} Q \ldots \tag{26.2}
\end{equation*}
$$

We shall not deal with these atomistic causes but shall present the propagation of light in material media purely from the phenomenological point of view. The only a priori condition that one can impose is thet $\boldsymbol{D}$ must be a linear vector function of $\boldsymbol{E}$. This implies that $\boldsymbol{D}$ and $\boldsymbol{E}$ need not necessarily be in the same direction.

We shall restrict ourselves in the present Chapter to the case of electrically non-conducting media which are also at the same time "non-magnetic"-i.e.

[^33]ones in which the magnetisation cannot follow the rapid optical oscillations. For such media
$$
\boldsymbol{j}=0, \quad \varrho=0 \quad \text { and } \quad \boldsymbol{B}=\boldsymbol{H}^{\mathbf{1}}
$$
and Maxwell's equations (26.1) and (26.1 a) reduce to
(a) $\operatorname{div} \boldsymbol{D}=0$,
(b) $\operatorname{div} \boldsymbol{H}=0$,

$\left.\begin{array}{l}\text { (c) } \quad \operatorname{curl} \boldsymbol{H}=\frac{1}{c} \frac{\partial \mathbf{D}}{\partial t}, \\ \text { (d) } \\ \operatorname{curl} \boldsymbol{E}=-\frac{1}{c} \frac{\partial \boldsymbol{H}}{\partial t} .\end{array}\right\}$

In what follows, we shall be dealing essentially with the propagation of plane electromagnetic waves in a material medium. We are therefore interested in the solutions of Maxwell's equations (26.3) of the form

$$
\begin{equation*}
\boldsymbol{E}, \boldsymbol{D}, \boldsymbol{H}=\left(\boldsymbol{E}_{0}, \boldsymbol{D}_{0}, \boldsymbol{H}_{0}\right) \exp \left[i \omega\left(t-\frac{n}{c} \boldsymbol{r} \cdot \boldsymbol{s}\right)\right] \tag{26.4}
\end{equation*}
$$

where $\omega(=2 \pi v)$ is the circular frequency, $c$ is the velocity of light in vacuum, $n$ is the refractive index, $\boldsymbol{s}$ is the unit vector along the wave normal and $\boldsymbol{r}$ is the vector distance of any point from the origin. The refractive index $n$ measures the ratio of the velocity of light in vacuo to the phase velocity of the wave in the medium. It is convenient to take the velocity of light in vacuo to be unity, so that the phase velocity $v$ is related to the refractive index by the equation $n=1 / v$.

In most problems, we would be interested in the diverging bundle of rays emerging from a point source or a source of finite size. In such cases, we assume that the light disturbance can be represented by a system of mutually independent plane waves. This assumption can be fully justified from the theory of Fourier transformation, for any arbitrary disturbance can be represented as a sum of its Fourier components, each of which may be identified with a plane wave.

Thus, if $u(x, y, z, t)$ is the light amplitude at a point $x_{s} y, z$ at time $t$ and $v\left(K_{x}, K_{y}, K_{z}\right)$ is the amplitude of its plane wave components with wave vector $\boldsymbol{K}\left(K_{x}, K_{y}, K_{z} ;|K|=1 / \lambda\right)$, then $u$ may be put in the form

$$
\begin{equation*}
u(x, y, z, t)=\iiint_{-\infty}^{+\infty} v\left(K_{x}, K_{y}, K_{z}\right) \mathrm{e}^{2 \pi i(\nu t-\boldsymbol{K} \cdot \boldsymbol{r})} d K_{x} d K_{y} d K_{z} \tag{26.5}
\end{equation*}
$$

If now $u_{0}\left(x_{0}, y_{0}, z_{0}\right)$ is the light disturbance at time $t=0$, then $v$ 's can be connected with $u_{0}$ by inverting (26.5). Thus,

$$
\begin{equation*}
v\left(K_{x}, K_{y}, K_{z}\right)=\iiint_{-\infty}^{+\infty} u_{0}\left(x_{0}, y_{0}, z_{0}\right) \mathrm{e}^{2 \pi i \mathbf{K} \cdot \boldsymbol{r}_{0}} d x_{0} d y_{0} d z_{0} \tag{26.5a}
\end{equation*}
$$

Heace, given the light field at $t=0$, that at any later time may be obtained by combining the above two equations. Thus,
$u(x, y, z, t)=\iiint_{-\infty}^{+\infty} \iiint_{-\infty}^{+\infty} \int_{0}\left(x_{0}, y_{0}, z_{0}\right) \mathrm{e}^{2 \pi i\left[\nu t-\boldsymbol{K} \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{0}\right)\right]} d x_{0} d y_{0} d z_{0} d K_{x} d K_{y} d K_{z}$.
It may readily be verified that $u$, as defined by ( 26.5 b ), satisfies the wave equation

$$
\nabla^{2} u-\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}=0
$$

[^34]with $c=v / K$ and obviously also satisfies the initial conditions at $t=0$. Thus, a superposition of plane waves satisfies the wave equation because of (26.5) and can be made to fit any required initial conditions by means of ( 26.5 a$)^{1}$.

It must however be mentioned that Eq, (26.4) represents a disturbance which is propagated in a homogeneous isotropic medium. We shall however assume that the plane wave representation holds equally well in a homogeneous anisotropic medium. It is also supposed that there is no change in the state of polarisation. This is true in general, but not so along certain singular directions in absorbing crystals (see Sect. 56). Plane wave solutions of a more general type have been dealt with by R.C. Jones ${ }^{2}$.

It will be seen that the operator $\frac{\partial}{\partial t}$ is equivalent to multiplication by $i \omega$ and the operator $\frac{\partial}{\partial x}$ to multiplication by $-i \omega n \frac{s_{x}}{c}$. Substituting these, one has


Fig. 27. Relation between vectors connected with electromagnetic wave propagation. The wave normal $s$ is perpendicular to $D$, the ray direction $\rho$ is perpendicuiar to $\boldsymbol{E}$, while $\boldsymbol{E}, \boldsymbol{D}, \rho$ and $s$ are coplanar. $H$ is noimal to the plane of the paper.

$$
\frac{\partial \boldsymbol{D}}{\partial t}=i \omega \boldsymbol{D}
$$

and

$$
\operatorname{curl} \boldsymbol{E}=i \omega \frac{n}{c} \boldsymbol{E} \times \boldsymbol{s}
$$

and Eqs. (26.3) become

$$
\left.\begin{array}{rl}
n \boldsymbol{H} \times \boldsymbol{s} & =\boldsymbol{D}  \tag{26.6}\\
n \boldsymbol{E} \times \boldsymbol{s} & =\boldsymbol{H} .
\end{array}\right\}
$$

Eliminating $\boldsymbol{H}$ from the two equations in (26.6) we get

$$
\begin{equation*}
\boldsymbol{D}=-n^{2}(\boldsymbol{E} \times \boldsymbol{s}) \times \boldsymbol{s}=n^{2}\{\boldsymbol{E}-(\boldsymbol{E} \cdot \boldsymbol{s}) \boldsymbol{s}\} . \tag{26.7}
\end{equation*}
$$

If the $z$ axis is along the direction of propagation, Eq. (26.7) takes the elegant form

$$
\begin{equation*}
D_{x}=n^{2} E_{x}, \quad D_{y}=n^{2} E_{y} \quad \text { and } \quad D_{z}=0 \tag{26.8}
\end{equation*}
$$

From Eqs. (26.6) one can deduce ${ }^{3}$ that (a) $\boldsymbol{H}$ is perpendicular to $\boldsymbol{D}, \boldsymbol{E}$ and $\boldsymbol{s}$ and hence $\boldsymbol{D}, \boldsymbol{E}$ and $\boldsymbol{s}$ are coplanar; (b) the wave normal $\boldsymbol{s}$ is perpendicular to $\boldsymbol{D}$ and not necessarily to $\boldsymbol{E}$ ( $\boldsymbol{s}$ being perpendicular to $\boldsymbol{E}$ in vacuum) and from Eq. (26.7) we find that (c) $\boldsymbol{D}$ is equal to the product of $n^{2}$ and the component of $\boldsymbol{E}$ along the wavefront.

The direction of ray propagation is the direction of travel of a marked element on the wavefront. In Sect. 27 we shall be considering from a wave-optical standpoint the relation between the ray and wave propagation. Here we may identify the direction of ray propagation with the direction of energy propagation, the latter being defined by the Poynting vector $\boldsymbol{E} \times \boldsymbol{H}$. The ray therefore travels along $\boldsymbol{\varrho}$ which is the unit vector perpendicular to $\boldsymbol{E}$ and coplanar with $\boldsymbol{E}, \boldsymbol{D}$ and $\boldsymbol{s}$. These results are illustrated in Fig. 27. It is clear from the diagram, as $\boldsymbol{E}, \boldsymbol{D}, \rho$ and $\boldsymbol{s}$ are coplanar, that if $\boldsymbol{s}$ and $\rho$ are at an angle $\alpha, \boldsymbol{D}$ and $\boldsymbol{E}$ also make the same angle with each other.

It is worthwhile at this stage to give the relation between the wave and ray velocities ${ }^{4}$. If at time $t=0$, the points of constant phase lie on a plane $A B$

[^35](Fig. 28) and later, on a plane $A^{\prime} B^{\prime}$ at time $t$, then the normal distance between the two planes will be proportional to $v t$, where $v$ is the wave velocity. The marked element of wavefront on the other hand will be propagated along $\rho$ making an angle $\alpha$ with the wave normal If the ray velocity is $v_{r}{ }^{1}$ then from Fig. 28,
\[

$$
\begin{equation*}
v_{r} \cos \alpha=v \tag{26.9}
\end{equation*}
$$

\]

and the ray index is

$$
\begin{equation*}
\frac{1}{v_{r}}=n_{r}=n \cos \alpha . \tag{26.10}
\end{equation*}
$$

Now Eq. (26.7) can be written in the form

$$
\begin{equation*}
|D|=n^{2}|E| \cos \alpha=\frac{1}{v^{2}}|E| \cos \alpha \tag{26.11}
\end{equation*}
$$

Hence, we have the inverse relation


Fig. 28. Relation between ray velocity and wave velocity. $A B$ and $A^{\prime} B^{\prime}$ are planes of constant phase, $s$ is the wave normal $p$ is the ray direction along which a marked element
$|E|=\frac{1}{n^{2} \cos ^{2} \alpha}|D| \cos \alpha=\frac{1}{n_{r}^{2}}|D| \cos \alpha$ (26.12)
or

$$
\begin{equation*}
|E|=v_{r}^{2}|D| \cos \alpha . \tag{26.13}
\end{equation*}
$$

Since a vector of length $|D| \cos \alpha$ along $\boldsymbol{E}$ is from Fig. 27 equal to $\boldsymbol{D}-(\boldsymbol{D} \cdot \boldsymbol{\rho}) \boldsymbol{\rho}$, this gives for the vector $\boldsymbol{E}$ the equation

$$
\begin{equation*}
\boldsymbol{E}=\frac{1}{n_{r}^{2}}\{\boldsymbol{D}-(\boldsymbol{D} \cdot \boldsymbol{\varrho}) \boldsymbol{\varrho}\} \tag{26.14}
\end{equation*}
$$

which is exactly analogous to Eq. (26.7).
Eqs. (26.7) and (26.14) may be taken as the fundamental equations for developing a consistent theory of the optics of homogeneous media.
27. The wave surface, the wave velocity surface and the ray velocity surface for an anisotropic medium. In the last section the distinction between the directions of the wave normal and the ray normal was introduced specifically as a consequence of the electromagnetic theory. This was done by assuming that the direction of the ray normal-i.e. the direction of travel of a limited portion of a wavefront-may be identified with that of the Poynting vector which gives the direction of energy flux. This assumption is not without exception even in the case of isotropic media ${ }^{2}$ and in any case the direct evaluation of the Poynting vector becomes complicated in the more complex class of crystals (e.g. those which possess optical activity). It is therefore worthwhile considering how the ray direction may be obtained independent of the idea of the Poynting vector. In fact, the considerations given below are valid for any type of wave, not necessarily an electromagnetic wave.

As we have seen in Sect. 26, the propagation of waves arising from an arbitrary source distribution in a medium may be represented by a superposition of plane waves. It then follows that the disturbance emanating from a point source may be represented by a series of plane waves, all proceeding from the same origin in various directions, the velocity of propagation along the wave normal being however different for different directions if the medium is anisotropic.

Consider the disposition of the wave fronts after unit time, which will be as shown in Fig. 29. The envelope of the planes is shown by the thick line in the figure, which obviously would form a closed surface in three dimensions. It will

[^36]be noticed that, at a point such as $Q$, which is not on the envelope, the different waves reaching it have varying phases. On the other hand, at a point like $P$ on the envelope surface, waves having their propagation directions close to that of the tangent plane at $P$ will all have very nearly the same phase, and therefore there will be a concentration of intensity at $P$. Thus, at time $t=1$, there is a


Fig. 29. Construction for obtaining the wave surface. The wave surface is the envelope of the plane waves proceeding in various directions. concentration of intensity on the envelope surface, which we may call the wave surface at time $t=1$. This surface is defined by the condition that the length of the normal from the origin to a tangent plane is equal to the wave velocity $\left(v_{w}\right)$ along the normal.

We may also plot another surface passing through points, such as $R$ of Fig. 29, i.e., the feet of the normals from the origin to the tangent planes, or the wave fronts at time $t=1$. This surface (Fig. 30a) is called the wave velocity surface ${ }^{1}$, since the length of the radius vector from the origin to any point on this surface is equal to the wave velocity along that direction.
It is obvious from the construction of Fig. 29 that the shape of the wave surface will be the same at any instant $t$, only the size increasing proportional to $t$. So also, it is clear that if we mark a small element $d s$ at $P$ (Fig. 30b), then the marked element would go to the corresponding element $d s^{\prime}$ at $P^{\prime}$, and that $P^{\prime}$ would lie on the line $O P$ produced. We shall call the "ray" direction as that


Fig. 30. (a) Relation between the wave surface and the wave velocity surface.
(b) Relation between the wave nomal $s$ and the ray direction $\rho$. along which a marked portion of the wave surface would proceed. Hence, every radius vector of the wave surface is a ray direction and the distance of its tip from the origin would be proportional to $t$. Therefore at time $t=1$, the lengths of the radii vectors of the wave surface would be equal to the ray velocity $\left(v_{t}\right)$ along different directions. The wave surface at $t=1$ is thus also the ray velocity surface ${ }^{2}$, using a terminology similar to the wave velocity surface. It must be noted that the direction of the ray velocity is not normal to the marked element of the wave surface. It is along the radius vector, i.e. along the unit vector $\varrho$ of Fig. 30 b. The wave velocity on the other hand is parallel to the normal i.e. along the unit vector $s$.

It is obvious from the construction shown in Fig. 30a that the wave velocity surface is the "pedal surface" of the ray velocity surface.

[^37]28. Light propagation in an anisotropic medium-formulation of the problem. Eq. (26.7) or alternatively its simpler form (26.8) may be regarded as the form which Maxwell's equations assume for a plane wave field-the properties of the medium not having been introduced in their derivation (except $\boldsymbol{B}=\boldsymbol{H}$ ). There are however other constitutive relations between the field vectors $\boldsymbol{D}$ and $\boldsymbol{E}$ imposed due to the properties of the medium viz. its particular polarisability characteristics. It is clear from the discussion in the last section that our basic problem reduces to the following: To determine the states of polarisation $\boldsymbol{D}$ of the plane waves that can be propagated along an arbitrary direction $O z$ in the medium as well as their wave velocities. The reason why only specific plane wave solutions can be obtained is that they have to be consistent with the field equations and the properties of the medium. Since the solutions depend on the relations between $\boldsymbol{D}$ and $\boldsymbol{E}$, these relations completely determine the optical properties of the medium i.e. whether it will be birefringent, optically active, absorbing, etc. We shall deal with these cases individually in the sections that follow.

## II. Non-absorbing and non-optically active crystals.

29. Dielectric and index tensors. It has been mentioned earlier that $\boldsymbol{D}$ is a linear vector function of $\boldsymbol{E}$ and this in the most general case can be written as

$$
\begin{equation*}
\boldsymbol{D}=[\varepsilon] \boldsymbol{E} \tag{29.1}
\end{equation*}
$$

where $[\varepsilon]$ is a tensor of rank two. The tensor $[\varepsilon]$ is called the dielectric tensor. Written explicitly in terms of the three orthogonal axes $x, y$ and $z$ fixed in the medium

$$
\left.\begin{array}{l}
D_{x}=\varepsilon_{11} E_{x}+\varepsilon_{12} E_{y}+\varepsilon_{13} E_{z},  \tag{29.2}\\
D_{y}=\varepsilon_{21} E_{x}+\varepsilon_{22} E_{y}+\varepsilon_{23} E_{z}, \\
D_{z}=\varepsilon_{31} E_{x}+\varepsilon_{32} E_{y}+\varepsilon_{33} E_{z} .
\end{array}\right\}
$$

The tensor $[\varepsilon]$ will vary with the frequency of the incident light. We shall at present confine ourselves to considering the effects for a monochromatic beam.

We shall now show that the dielectric tensor for a non-absorbing optically inactive crystal is symmetric, taking as our starting point Poynting's theorem which states that at any point of an electromagnetic field the rate of flow of energy is described by the Poynting vector $G$ given by

$$
\begin{equation*}
\boldsymbol{G}=c(\boldsymbol{E} \times \boldsymbol{H}) . \tag{29.3}
\end{equation*}
$$

From Maxwell's equations, by taking the scalar product of $\boldsymbol{H}$ with (26.3c) and of $\boldsymbol{E}$ with (26.3d), and combining we get

$$
\begin{equation*}
-c \operatorname{div}(\boldsymbol{E} \times \boldsymbol{H})=(\boldsymbol{E} \cdot \dot{\boldsymbol{D}}+\boldsymbol{H} \cdot \dot{\boldsymbol{H}}) \tag{29.4}
\end{equation*}
$$

The flow of energy into a volume $\tau$ through the bounding surface $\sigma$ is thus

$$
\begin{equation*}
-\int \boldsymbol{G} \cdot \boldsymbol{n} d \sigma=c \int_{\tau} \operatorname{div}(\boldsymbol{E} \times \boldsymbol{H}) d \tau=\int_{\tau}\left[\boldsymbol{E} \cdot \dot{\boldsymbol{D}}+\frac{d}{d t}\left(\frac{1}{2} \boldsymbol{H}^{2}\right)\right] d \tau \tag{29.5}
\end{equation*}
$$

where $n$ represents the unit normal to the surface element $d \sigma$. This should be equal to the increase in the electric and magnetic energy in the volume plus the energy that may be dissipated. Expressing by $W_{e}(E)$ and $W_{m}(H)$ the electric and magnetic energy densities and by $W_{f}$ the dissipation function appropriate to the medium (representing the rate at which work is performed by the electromagnetic field against dissipative forces), we have

$$
\begin{equation*}
-\int \boldsymbol{G} \cdot \boldsymbol{n} d \sigma=\frac{d}{d i} \int_{\tau}\left(W_{e}+W_{m}\right) d \tau+\int_{\tau} W_{f} d \tau . \tag{29.6}
\end{equation*}
$$

Comparing (29.5) and (29.6) and identifying the magnetic energy density (which should be a function of state of $\boldsymbol{H}$ alone) with $\frac{1}{2} \boldsymbol{H}^{2}$, we obtain

$$
\frac{d W_{e}}{d t}+W_{f}=\boldsymbol{E} \cdot \dot{\boldsymbol{D}} .
$$

Hence

$$
\begin{equation*}
d W_{e}+W_{f} d t=\boldsymbol{E} \cdot d \boldsymbol{D} \tag{29.7}
\end{equation*}
$$

In this chapter we shall only consider non-absorbing crystals for which $W_{f}=0$. We then obtain

$$
\begin{equation*}
d W_{e}=\boldsymbol{E} \cdot d \boldsymbol{D} . \tag{29.8}
\end{equation*}
$$

The type of linear vector relationship that can subsist between $\boldsymbol{D}$ and $\boldsymbol{E}$-is now. restricted by the condition that $W_{e}$ is a function of the state, i.e. $d W_{e}$ should be a perfect differential. We again restrict our attention to media in which $\boldsymbol{D}$ depends on $\boldsymbol{E}$ alone and not on $\partial \boldsymbol{E} / \partial t$ [with the use of complex periodic functions this means, because of (29.1), that the components of the tensor $\varepsilon_{i j}$ must all be real and cannot take complex values]. Then

$$
\begin{equation*}
d W_{e}=\sum_{i} \varepsilon_{i i} E_{i} d E_{i}+\sum_{\substack{i \\ i \neq j}} \sum_{j}\left(\varepsilon_{i j} E_{i} d E_{j}+\varepsilon_{i i} E_{j} d E_{\imath}\right) . \tag{29.9}
\end{equation*}
$$

This is a perfect differential only if $\varepsilon_{i j}=\varepsilon_{j i}$ showing that the dielectric tensor must be symmetric. Then

$$
\begin{equation*}
d W_{e}=\frac{1}{2} \sum_{i} \sum_{j} \varepsilon_{i j} d\left(E_{i} E_{j}\right) \tag{29.10}
\end{equation*}
$$

Integrating the electric energy per unit volume for the particular type of medium considered ${ }^{1}$

$$
\left.\begin{array}{rl}
W_{e} & =\frac{1}{2} \sum \sum \varepsilon_{i j} E_{i} E_{j}=\frac{1}{2} E_{i} D_{i}  \tag{29.11}\\
& =\frac{1}{2}[\varepsilon] \boldsymbol{E} \cdot \boldsymbol{E}=\frac{1}{2} \boldsymbol{E} \cdot \boldsymbol{D} .
\end{array}\right\} .
$$

Hitherto we have expressed $\boldsymbol{D}$ as a vector function of $\boldsymbol{E}$ using the dielectric tensor. If now we take the opposite view and express $\boldsymbol{E}$ as a linear vector function of $\boldsymbol{D}$ then

$$
\begin{equation*}
\boldsymbol{E}=[a] \boldsymbol{D} \tag{29.12}
\end{equation*}
$$

where $[a]$ is a tensor of the second rank-the index tensor-which must necessarily be symmetric since

$$
\begin{equation*}
[a]=[\varepsilon]^{-1} . \tag{29.13}
\end{equation*}
$$

Written explicitly

$$
\left.\begin{array}{l}
E_{x}=a_{11} D_{x}+a_{12} D_{y}+a_{13} D_{z},  \tag{29.14}\\
E_{y}=a_{21} D_{x}+a_{22} D_{y}+a_{23} D_{z} \\
E_{z}=a_{31} D_{x}+a_{32} D_{y}+a_{33} D_{z} .
\end{array}\right\}
$$

Consequently with $a_{i j}=a_{j i}$ the $a_{i j}$ 's in (29.14) can be obtained in terms of the components of the dielectric tensor by substituting the values of $\boldsymbol{D}$ from (29.2). Thus one obtains

$$
\begin{equation*}
a_{i j}=\frac{\varepsilon^{i j}}{|\varepsilon|} \tag{29.15}
\end{equation*}
$$

where $\varepsilon^{i j}$ is the minor of $\varepsilon_{i j}$ in the determinant $|\varepsilon|$.

[^38]Associated with the index tensor $[a]$ we can define a tensor surface without any reference to a co-ordinate system in the following manner. From a chosen origin, lay out radii vectors of length $r$ in all directions, the reciprocal of $r^{2}$ being equal to the "magnitude of the tensor property" in that direction, in this case the ratio of the resolved component of $\boldsymbol{E}$ in the direction of $\boldsymbol{D}$ to the magnitude of $\boldsymbol{D}$ which produced it. Thus,

$$
\begin{equation*}
\frac{1}{r^{2}}=\frac{\boldsymbol{D} \cdot \boldsymbol{E}}{D^{2}}=\frac{\boldsymbol{D} \cdot[a] \boldsymbol{D}}{D^{2}} . \tag{29.15a}
\end{equation*}
$$

If $l_{1}, l_{2}, l_{3}$ are the direction cosines of the vector $\boldsymbol{D}$ referred to a co-ordinate system and the co-ordinates of the tip of the vector of length $r$ are $x, y, z$, then

$$
\frac{1}{r^{2}}=\sum_{i} \sum_{i} a_{i j} l_{i} l_{j}
$$

and therefore the equation to the surface traced by the tip of the vector of length $r$ is

$$
\begin{equation*}
a_{11} x^{2}+a_{22} y^{2}+a_{33} z^{2}+2 a_{23} y z+2 a_{31} z x+2 a_{12} x y=1 \tag{29.16}
\end{equation*}
$$

The surface is thus an ellipsoid, and as it is associated with the index tensor it may be called the index ellipsoid ${ }^{1}$.

It will be noticed from (29.16) that if we denote the vector $(x, y, z)$ by $\boldsymbol{D}_{0}$ and the corresponding $\boldsymbol{E}$ by $\boldsymbol{E}_{\mathbf{0}}$ then $\boldsymbol{E}_{0} \cdot \boldsymbol{D}_{\mathbf{0}}=1$. This relation can be used to find both the magnitude and direction of $\boldsymbol{E}$ when $\boldsymbol{D}$ is given, by means of a geometric construction on the ellipsoid. This is discussed in Sect. 30.

In the same way, we may associate another ellipsoid, the Fresnel ellipsoid, with the dielectric tensor [ $\varepsilon$ ]. The equation to the Fresnel ellipsoid is thus given by

$$
\begin{equation*}
\varepsilon_{11} x^{2}+\varepsilon_{22} y^{2}+\varepsilon_{33} z^{2}+2 \varepsilon_{23} y z+2 \varepsilon_{31} z x+2 \varepsilon_{12} x y=1 \tag{29.17}
\end{equation*}
$$

Thus, we see that the coefficients of the equation to the tensor ellipsoid with respect to any coordinate system are also the components of the tensor with reference to the same coordinate system. It is useful therefore to recall the manner in which the coefficients in the equation to an ellipsoid transform with a transformation of coordinate axes. Let $O X, O Y, O Z$ be the coordinate axes taken along the principal axes of the ellipsoid, i.e. for which the equation to the ellipsoid is

$$
\begin{equation*}
a_{X} X^{2}+a_{Y} Y^{2}+a_{Z} Z^{2}=1 \tag{29.18}
\end{equation*}
$$

Then, if we transform to the axes $O x, O y, O z$ whose direction cosines are given by the scheme

$$
\left.\begin{array}{l|lll}
x & y & z \\
\hline X & \alpha_{1} & \alpha_{2} & \alpha_{3} \\
Y & \beta_{1} & \beta_{2} & \beta_{3} \\
Z & \gamma_{1} & \gamma_{2} & \gamma_{3}
\end{array}\right\}
$$

we have

$$
\begin{align*}
& a_{11}=a_{X} \alpha_{1}^{2}+a_{Y} \beta_{1}^{2}+a_{Z} \gamma_{1}^{2}  \tag{29.19}\\
& a_{12}=a_{X} \alpha_{1} \alpha_{2}+a_{Y} \beta_{1} \beta_{2}+a_{Z} \gamma_{1} \gamma_{2}
\end{align*}
$$

[^39]30. The complete solution of wave propagation: Geometrical method. $\alpha$ ) The index ellipsoid. By proving that the dielectric tensor is symmetric we have proved that in any non-absorbing non-optically active crystal there exists for a particular wavelength three orthogonal directions $O X, O Y, O Z$ called the principal electric axes for which
\[

\left.$$
\begin{array}{l}
D_{X}=\varepsilon_{X} E_{X},  \tag{30.1}\\
D_{Y}=\varepsilon_{Y} E_{Y} \\
D_{Z}=\varepsilon_{Z} E_{Z}
\end{array}
$$\right\}
\]

where $\varepsilon_{X}, \varepsilon_{Y}$ and $\varepsilon_{Z}$ are called the principal dielectric constants. In most cases for discussing the problem of the propagation of waves it is more important to express $\boldsymbol{E}$ as an explicit function of $\boldsymbol{D}$. This can


Fig. 31. Pornsor's construction on the index ellipsoid. Given the vibration direction $\mathbf{D}$ to be parallel to $O P, \boldsymbol{E}$ is along $O Q$ the perpendicular to the tangent plane at $P$. Hence the wave is propagated in the plane of $O P$ the wave is propagated in the plane of $O P$ and $O Q$, stand $p$ bing the wave normal and
ray directions. If the magnitude of $D$ is $O P$, then that of $\boldsymbol{E}$ is $1 / O Q$. More generally, $|E|=|D| / O P \times O Q$. be done by rewriting (30.1) as

$$
\left.\begin{array}{l}
E_{X}=a_{X} D_{X}  \tag{30.2}\\
E_{Y}=a_{Y} D_{Y} \\
E_{Z}=a_{Z} D_{Z}
\end{array}\right\}
$$

where $a_{X}, a_{Y}$ and $a_{Z}$ are called the principal components of the index tensor and are respectively the reciprocals of the corresponding principal dielectric constants. The electric vector will be parallel to the displacement vector only when the latter is along one of the principal electrical axes. For other directions of the displacement vector, the corresponding directions and magnitude of the electric vector can be obtained by a simple geometric construction from the index ellipsoid. This ellipsoid we define by the equation

$$
\begin{equation*}
a_{X} X^{2}+a_{Y} Y^{2}+a_{Z} Z^{2}=1 \tag{30.3}
\end{equation*}
$$

Suppose now we choose the displacement vector $\boldsymbol{D}$ to be equal to the radius vector $O P$ of the ellipsoid, then $D_{X}, D_{Y}, D_{Z}$ are also the coordinates $X, Y, Z$ of the tip of the vector and hence using (30.2) the equation to the ellipsoid can also be written as

$$
\begin{equation*}
\boldsymbol{E} \cdot \boldsymbol{D}=\boldsymbol{1}=\sum a_{X} D_{X}^{2}=f, \quad \text { say } \tag{30.4}
\end{equation*}
$$

The normal to the ellipsoid at the tip of $\boldsymbol{D}$ would have direction cosines proportional to $\frac{\partial f}{\partial X}, \frac{\partial f}{\partial Y}, \frac{\partial f}{\partial Z}$ i.e. to $a_{X} D_{X}, a_{Y} D_{Y}, a_{Z} D_{Z}$, and is therefore parallel to $\boldsymbol{E}$ from Eq. (30.2). Hence $\boldsymbol{E}$ lies along the perpendicular to the tangent plane of the ellipsoid at the tip of $\boldsymbol{D}$. Further the magnitude of $\boldsymbol{E}$ will be equal to the reciprocal of this perpendicular length since from (30.4) we have

$$
\begin{equation*}
\frac{1}{|E|}=D \cos \mathfrak{\vartheta} \tag{30.5}
\end{equation*}
$$

By this construction which is known after Pornsor (Fig. 31), if $\boldsymbol{D}$ is the radius vector of the index ellipsoid, then $\boldsymbol{E}$ is the normal from the origin to the corresponding tangent plane. Consequently, given the vector $\boldsymbol{D}$, the plane containing $\boldsymbol{D}$ and $\boldsymbol{E}$ can in general be uniquely determined. From Fig. 27 and Eq. (26.6) we know that a wave can be propagated along a direction perpendicular to $\boldsymbol{D}$, only in the plane of $\boldsymbol{D}$ and $\boldsymbol{E}$. Consequently, given $\boldsymbol{D}$, by virtue of the Poinsot construction there is in general a unique direction of wave propagation inside an
anisotropic crystal. This is in sharp contrast to the case of the isotropic solid where the wave can be propagated along any direction perpendicular to $\boldsymbol{D}$ (since the directions of $\boldsymbol{D}$ and $\boldsymbol{E}$ coincide).

The converse problem of determining the orientation of the vector $\boldsymbol{D}$ for any given direction of propagation is of considerable importance in crystal optics. Let us consider the propagation of a wave along an aribtrary direction which we take as the $O z$ direction. The section of the index ellipsoid by the $x y$ plane will be an ellipse shown in Fig. 32. The vibration of any wave propagated along $O z$ must be in the plane of this section. It is clear that only that $\boldsymbol{D}$ vibration for which $\boldsymbol{E}$ lies on the $\left(D_{1} z\right)$ plane can be propagated along $O z$. And this happens only when the $\boldsymbol{D}$ vector coincides with the principal radii of the elliptic section. This is a property of any triaxial ellipsoid which can be proved as follows. Let the $x$ axis be taken along the $\boldsymbol{D}$ vibration. We wish to determine the orientation of the $x$ axis for which the above conditioni.e. $\boldsymbol{E}$ lies in


Fig. 32. Given a direction of wave propagation $O z$, two waves can be propagated, and these have their $D$ vectors parallel to the principal axes of the central elliptic section of the index ellipsoid perpendicular to Oz . Their refractive indices $n_{1}, n_{\mathrm{g}}$ are equal to the principal radii of this section. the $D O z$ plane is satisfied.

If the equation to the ellipsoid is

$$
\begin{equation*}
a_{11} x^{2}+a_{22} y^{2}+a_{33} z^{2}+2 a_{12} x y+2 a_{23} y z+2 a_{31} z x=1 \tag{30.6}
\end{equation*}
$$

the equation to the elliptic section would be

$$
\begin{equation*}
a_{11} x^{2}+a_{22} y^{2}+2 a_{12} x y=1 \tag{30.7}
\end{equation*}
$$

The normal at any point $x, y, z$ of the ellipsoid has direction cosines proportional to $\frac{\partial f}{\partial x}, \frac{\partial f}{\partial y}, \frac{\partial f}{\partial z}$. Hence the condition that the normal at the tip of the radius vector along the direction should lie in the $x z$ plane is that $\frac{\partial f}{\partial y}=0$ at $x=0$,
$y=0$ i.e., $y=0$ i.e.,

$$
\begin{equation*}
a_{12}=0 \tag{30.8}
\end{equation*}
$$

This signifies that the $x$ axis and hence the $\boldsymbol{D}$ vector must be taken along one of the principal axes of the elliptic section. Hence we get the proposition: Given the direction of the wave normàls two waves can be propagated with their vibrations linearly polarised along the principal axes of the elliptic section of the index eltipsoid normal to $s^{1}$.

It now remains for us to determine the refractive index corresponding to any direction of vibration of the $\boldsymbol{D}$ vector. We have shown in (26.7) that $\boldsymbol{D}$ is equal to the product of $n^{2}$ and the projected components of $\boldsymbol{E}$ on $\boldsymbol{D}$ i.e.

$$
\begin{equation*}
\frac{1}{n^{2}}=\frac{D E \cos \vartheta}{D^{2}}=\frac{\boldsymbol{D} \cdot \boldsymbol{E}}{\left|D^{2}\right|} \tag{30.9}
\end{equation*}
$$

[^40]which from (29.15a) is equal to $1 / r^{2}$, where $r$ is the radius vector of the index ellipsoid. Hence, the refractive index
\[

$$
\begin{equation*}
n=x \tag{30.10}
\end{equation*}
$$

\]

where $r$ is the length of the radius vector of the index ellipsoid ${ }^{1}$. Thus, for any given direction of the $\boldsymbol{D}$ vector the refractive index is equal to the length of the radius vector of the index ellipsoid drawn parallel to the $\boldsymbol{D}$ vector. The above results are illustrated in Fig. 32.

The vector $\boldsymbol{E}$ corresponding to any one of the $\boldsymbol{D}$ vibrations is obtained by Poinsor's construction and in general makes an angle with $\boldsymbol{D}$. Consequently the ray direction $\varrho$, which is coplanar with $\boldsymbol{D}$ and $\boldsymbol{s}$ but perpendicular to $\boldsymbol{E}$ would in general be different from the direction of wave propagation $\mathbf{s}$. Sirce for any direction of wave propagation there would in general be two directions of vibra-


Fig. 33 a and b . Relation between ray and wave propagation. (a) For each direction of the wave normal $s$, two waves 1 and 2 are propagated with different ray directions $\boldsymbol{p}_{1}$ and $\boldsymbol{p}_{\mathbf{2}}-\boldsymbol{E}_{1}, \boldsymbol{D}_{1}, \boldsymbol{s}, \boldsymbol{p}_{1}$ are coplanar and so are $\boldsymbol{E}_{2}, \boldsymbol{D}_{2}, \boldsymbol{s}, \boldsymbol{p}_{2}$. The two planes are perpendicular to each other. (b) Similariy, for every direction of ray propagation $p$ there are two directions $s_{1}$ and $s_{2}$ of the wave normal and two velocities of ray propagation.
tion, there would also be two directions of ray propagation, respectively in the planes $\left(\boldsymbol{D}_{1}, \boldsymbol{s}\right)$ and $\left(\boldsymbol{D}_{2}, \boldsymbol{s}\right)$ (Fig. 33a). The ray direction corresponding to each one of the $\boldsymbol{D}$ vibrations is parallel to the intersection of the $\boldsymbol{D}, \boldsymbol{s}$ plane with the tangent plane tonching the index ellipsoid at the tip of the corresponding principal axis of the elliptic section (Fig. 31).

Any elliptically polarised vibration can be regarded as the sum of two linearly polarised vibrations along the principal vibration directions of the crystal. Since these two vibrations will be propagated with different velocities, the elliptic vibration cannot in general be transmitted through the crystal without change of form. Hence though we have sought for and obtained only plane polarised solutions it is quite clear that there cannot, in general, be solutions for any other states of polarisation (in transparent, optically inactive crystals).
ß) The Fresnel ellipsoid. Just as (29.14) expressing $\boldsymbol{E}$ as an explicit function of $\boldsymbol{D}$ may be described by means of the index ellipsoid so also the relation (29.2) which expresses $\boldsymbol{D}$ as an explicit function of $\boldsymbol{E}$ may be described by the Fresnel ellipsoid whose equation is

$$
\begin{equation*}
\varepsilon_{X} X^{2}+\varepsilon_{Y} Y^{2}+\varepsilon_{Z} Z^{2}=1 \tag{30.11}
\end{equation*}
$$

If the radius vector of this ellipsoid represents in magnitude and direction the $\boldsymbol{E}$ vector, then the equation to the ellipsoid can be written from (29.17) as

$$
\begin{equation*}
\boldsymbol{D} \cdot \boldsymbol{E}=1 \tag{30.12}
\end{equation*}
$$

Given $\boldsymbol{E}$, the vector $\boldsymbol{D}$ can be obtained from the Fresnel ellipsoid by the Pornsor's construction described in the previous paragraph. Since $\varrho$ the direction of ray
${ }^{1}$ Hence the name index ellipsoid for this tensor surface.
propagation is perpendicular to $\boldsymbol{E}$ and it lies in the plane of $\boldsymbol{D}$ and $\boldsymbol{E}$, we get the result that given $\boldsymbol{E}$, we have in general a unique direction of ray propagation. Further $\boldsymbol{E}$ is equal to the product of $v_{r}^{2}$ and the component of $\boldsymbol{D}$ along $\boldsymbol{E}$ [Eq. (26.14)] Hence we can by using all the geometric arguments presented in the previous paragraph show that for a given direction of ray propagation, two $\boldsymbol{E}$ vectors (parallel to the principal axes of the elliptic section of the Fresnel ellipsoid, normal to the ray direction) are propagated with ray velocities equal respectively to the semi-principal axes of the elliptic section (Fig. 33b).

The vector $\boldsymbol{D}$ corresponding to any one of the $\boldsymbol{E}$ vibrations in general makes an angle with $\boldsymbol{E}$. The direction of wave propagation $\boldsymbol{s}$ lies in the plane of $\boldsymbol{E}$ and $\rho$ and is perpendicular to $\boldsymbol{D}$ (see Fig. 33 b ) and would therefore be normally different from the direction of ray propagation. Hence for any direction of ray propagation there would be usually two directions of wave propagation. The wave direction of any one of the $\boldsymbol{E}$ vibrations is the intersection of the $\boldsymbol{E}, \rho$ plane with the tangent plane touching the Fresnel ellipsoid at the tip of the corresponding principal axis of the elliptic section.

From what has been stated above it is clear for every property to be derived from the index ellipsoid there is a corresponding property to be obtained from the Fresnel ellipsoid ${ }^{1}$. It follows that the variables occurring could be written in two rows:

$$
\left.\begin{array}{l}
\boldsymbol{E} \boldsymbol{D} \boldsymbol{s} \varrho \dot{v}  \tag{30.13}\\
\boldsymbol{D} \boldsymbol{n} a_{X} a_{Y} a_{Z}, \\
\boldsymbol{D} \boldsymbol{\rho} \boldsymbol{s} \frac{1}{v_{z}} \frac{1}{n_{z}} \cdot \varepsilon_{X} \varepsilon_{Y} \varepsilon_{Z} .
\end{array}\right\}
$$

Any relation that is valid for the members of one row remains valid when all the corresponding members of the second row are substituted.
31. Analytical solution of wave propagation along an arbitrary direction. We have proved from geometric considerations that given the direction of propagation, all vibration directions transverse to it are not permissible in an anisotropic medium. We have shown that in general, only two directions of vibrations are possible corresponding to two orthogonal states of linear polarisation-these vibration directions and the corresponding refractive indices being determined by the index ellipsoid. We now give a simple analytical proof of the same results. We present this as we shall be extending the same method for the systematic presentation of the features of the propagation of light in a more complex class of crystals.

We may choose the direction $O z$ of a set of orthogonal coordinate axes $O x, O y$, $O z$ to be along the direction of propagation. Then $D_{z}=0$ as the vibration direction must be perpendicular to the direction of propagation. We wish to find the orientation of the vector $\boldsymbol{D}$ in the $x, y$ plane for which the wave is propagated unchanged. The orientation may be specified by the ratio $D_{y} / D_{x}$. Then the section of the index ellipsoid normal to the direction of propagation lies entirely in the $x y$ plane and is an ellipse with its major and minor axes not coinciding with $O x$ and $O y$. Without loss of generality we may for convenience choose the axes $O x$ and $O y$ to be the axes $O x^{\prime}$ and $O y^{\prime}$ which lie along the principal axes of the ellipse. Then the equation to the ellipse becomes

$$
\begin{equation*}
a_{11}^{\prime} x^{\prime 2}+a_{22}^{\prime} y^{\prime 2}=1 \tag{31.1}
\end{equation*}
$$

[^41]We have already proved in Sect. 29 that the coefficients $a_{i j}$ 's which occur in the equation to the ellipsoid are also the components $a_{i j}$ of the tensor [a] referred to the same axes. By our choice of axes we have made $a_{12}^{\prime}=0$ and $\bar{D}_{z}=0$ and hence Eq. (29.14) which gives the relation between $\boldsymbol{E}$ and $\boldsymbol{D}$ yields

$$
\left.\begin{array}{l}
E_{y^{\prime}}=a_{1_{1}^{\prime}}^{\prime} D_{x^{\prime}}  \tag{31.2}\\
E_{y^{\prime}}=a_{22}^{\prime} D_{y^{\prime}}
\end{array}\right\}
$$

Now if $n$ is the refractive index for the wave with the vector $\boldsymbol{D}$ then it follows from Eq. (26.8) that

$$
\begin{equation*}
E_{x^{\prime}}=\frac{1}{n^{2}} D_{x^{\prime}} ; \quad E_{y^{\prime}}=\frac{1}{n^{2}} D_{y^{\prime}} \tag{31.3}
\end{equation*}
$$

Combining the two equations (31.2) and (31.3) we have

$$
\left.\begin{array}{l}
\left(\frac{1}{n^{2}}-a_{11}^{\prime}\right) D_{x^{\prime}}=0  \tag{31.4}\\
\left(\frac{1}{n^{2}}-a_{22}^{\prime}\right) D_{y^{\prime}}=0
\end{array}\right\}
$$

These two equations must simultaneously be satisfied for wave propagation along the $O z$ direction.

The two solutions of (31.4) are

$$
\left.\begin{array}{lll}
D_{y^{\prime}}=0 & \text { for which } & \frac{1}{n^{2}}=a_{11}^{\prime}  \tag{31.5}\\
D_{x^{\prime}}=0 & \text { for which } & \frac{1}{n^{2}}=a_{22 .}^{\prime}
\end{array}\right\}
$$

We get the result that given the direction of wave propagation (a) the direction of vibration of the two $\boldsymbol{D}$ vectors coincide with the direction of the principal axes of the elliptic section of the index ellipsoid normal to the direction of propagation, (b) the refractive indices are equal to the lengths of the major and minor axes, i.e., velocities of propagation along the given direction are proportional to the reciprocal of the two principal axes of the elliptic section. If we define the plane of the $\boldsymbol{D}$ vector and $\boldsymbol{s}$ the direction of propagation as the plane of polarisation of the light, we find that all plane waves (monochromatic) travelling in a crystal are completely linearly polarised in directions determined by the major and minor axes of the elliptic section.
32. Crystal symmetry and the index ellipsoid. a) General considerations. Since the index tensor is a second order symmetric tensor, it can be defined by six parameters. Correspondingly, the index ellipsoid also requires six parameters for its specification, which may be taken to be the lengths of its three principal axes and three "angle" parameters to specify its orientation with respect to the crystallographic axes. The principal axes of a triaxial ellipsoid are two-fold axes of symmetry and its principal planes are mirror planes of symmetry. It is therefore necessary that if a crystal possesses certain elements of symmetry, the disposition of the optical ellipsoid in the crystal must be in accord with these symmetry operations. The canditions imposed by such elements of symmetry may be readily worked out ${ }^{1}$ and may be summarised as in Table 2 .

Any combination of these symmetry elements existing in a crystal will lead to the restrictions corresponding to each one of the elements. As a consequence, the crystals occurring in different crystal systems may be classified as in the

[^42]Table 2. Effect of crystal symmetry on the index ellipsoid.

| Element of symmetry | Restriction on index ellipsoid |
| :--- | :--- |
| Centre of inversion $(\overline{1}=i)$ | None <br> 2-fold axis $(2)$ |
| Mirror plane $(\overline{2} \equiv m)$ <br> $n$-fold axis or $n$-fold alternating axis with <br> $n \geqq 3(n, \bar{n})$ | One principal axis parallel to the 2-fold axis <br> One principal axis normal to the mirror plane <br> One principal axis is parallel to the axis and <br> the two axes in the perpendicular plane <br> are equal, i.e., perpendicular section is a <br> circle |

Table 3, according to their optical behaviour ${ }^{1}$. Thus, in a monoclinic crystal, since the orientation of one of the axes is fixed, only 4 parameters are required to specify the index ellipsoid, three to give the magnitudes of the three principal axes and the fourth to specify the azimuth of the major axis in the $a c$ plane with respect to the crystallographic axis $a$ (say). In the other cases, the number may be readily deduced from the data in Table 3.

Table 3. Optical behaviour of crystals belonging to different crystal systems.

| Crystal system | No. of parameters | Nature and orientation of the optical ellipsoid | Optical behaviour | Variation with wavelength, temperature or isotropic pressure |
| :---: | :---: | :---: | :---: | :---: |
| Triclinic | 6 | Triaxial, principal axes in general direction | Biaxial, optic axes in general directions | General |
| Monoclinic (b-axis unique) | 4 | Triaxial, one principal axis $\\| b$, other two $\perp b$ | Biaxial, optic axial plane either \|| or 1 to $b$ | Orientation of one principal axis always along $b$ |
| Orthorhombic | 3 | Triaxial, all three principal axes along $a, b$ and $c$ | Biaxial, optic axial plane \|| to $a b, b c$ or $c a$, acute bisectrix \|| to one of the crystal axes | No change in orientation, but only in length of principal axes i.e., in $\alpha, \beta, \gamma$ '(or $\left.n_{x}, n_{y}, n_{z}\right)$ |
| Rhombohedral, Tetragonal, Hexagonal (c axis)\| to 3,4 or 6 -fold axis) | 2 | Uniaxial, spheroid with unique axis parallel to $c$ | Optic axis \||c | Optic axis always along $c$, but $n_{\omega}$ and $n_{\varepsilon}$ may vary |
| Isometric (cubic) | 1 | Sphere | Isotropic | Always isotropic, but $n$ may change |

Obviously the elements of the index tensor would in general vary with the wavelength of light, the temperature of the crystal and also with hydrostatic pressure. The nature of these variations is listed in the last column. The optical axial angle in general varies with these factors in a biaxial crystal, but the plane of the optic axes is not arbitrary except in triclinic crystals.
p) Uniaxial crystals. In crystals belonging to the trigonal, tetragonal and hexagonal systems the index ellipsoid must clearly become an ellipsoid of revolution, the axis of revolution $O Z$ being coincident with the $n$-fold crystallographic axis

[^43]of rotation. The normal to the circular section of the uniaxial ellipsoid viz., the $O Z$ direction is defined as the optic axis. The crystal is termed positive or negative according as the index ellipsoid is a prolate or an oblate spheroid i.e., according as $n_{\varepsilon}$ the refractive index for the $\boldsymbol{D}$-vibration parallel to the optic axis is greater or smaller than $n_{\omega}$, the refractive index for any vibration perpendicular to the optic axis.

The features of propagation in uniaxial crystals may be obtained by a consideration of the results of the previous section. Referring to Fig. 34a it will be seen that $O Y$ will be normal to the ellipsoid at $Y$, so that the $\boldsymbol{E}$ and $\boldsymbol{D}$ vectors coincide for this direction of vibration as for an isotropic medium. Thus a $\boldsymbol{D}$ vibration parallel to $O Y$ can be propagated along any direction lying in the plane

b
Fig. 34 a and b. Propagation oftight in a uniaxial crystal. (a) Section of the index ellipsoid which is an ellipsoid of revolution about $O Z$. For propagation along $s$, the two $\boldsymbol{D}$ vectors are $\boldsymbol{D}_{1}$ in the plane of the paper and $\boldsymbol{D}_{2}$ normal to it. The two refractive indices are $m_{1}=O P_{I}$ and $y_{2}=n_{\omega}$. (b) Section of the Fresnel ellipsoid which is also an ellipsoid of revolution about $O Z$. The two ray velocities along $\rho$ are $v_{r}$ and $v_{\omega}$, which are used for constructing the wave surface.
of the paper. Conversely if we consider an arbitrary direction of wave propagation $s$ which we may, without loss of generality, suppose to be in the plane of the paper, one of the $\boldsymbol{D}$ vibrations is normal to the principal plane containing the optic axis and the direction of propagation. This is known as the ordinary wave since it has a constant refractive index $n_{\omega}$ and for it the wave normal and the ray direction coincide (since $\boldsymbol{D}$ is parallel to $\boldsymbol{E}$ ). The second wave-the extraordinary wave-which can be propagated along $\boldsymbol{s}$ must have its $\boldsymbol{D}$ vibration perpendicular to the first, i.e., lying in the principal plane defined by the optic axis and the direction of propagation. The actual orientation of the vibration is along the radius vector of the ellipsoid drawn perpendicular to $s$ in the plane of the paper (see Fig. 34a). The extraordinary refractive index $n$ given by the length of this radius vector depends on the inclination $\vartheta$ that the direction of propagation makes with the optic axis. The expression for $n$ is readily obtained by writing the equation for the section of the index ellipsoid by the plane of the paper as

$$
\begin{equation*}
\frac{\alpha^{2}}{n_{\omega}^{2}}+\frac{y^{2}}{n_{\varepsilon}^{2}}=\frac{1}{r^{2}} \tag{32.1}
\end{equation*}
$$

where $\alpha$ and $\gamma$ are the direction cosines of any radius vector of the ellipse. Hence we have

$$
\begin{equation*}
\frac{1}{n^{2}}=\frac{\cos ^{2} \vartheta}{n_{\omega}^{2}}+\frac{\sin ^{2} \vartheta}{n_{\varepsilon}^{2}} \tag{32.2}
\end{equation*}
$$

It will be seen from Fig. 34a that for the extraordinary wave, the $\boldsymbol{D}$ vector obtained by Ponnsot's construction does not coincide with $\boldsymbol{D}$. This leads to the most interesting property of this wave, vix.; that the ray-direction deviates from the wavenormal, always lying however in the principal plane defined by $\boldsymbol{s}$ and the optic axis.

Along the optic axis itself any linear vibration lying in the circular sectionhence a wave in any state of polarisation-can be propagated unchanged with refractive index $n_{\omega 0}$, the ray and the wave normals being also coincident.

The wave surface for a uniaxial crystal may now be obtained by using the fact that it is identical with the ray velocity surface (Sect. 27). The extraordinary ray velocity $v_{r}$ for any direction of ray propagation $\varrho$ (Fig. 34b) in the plane of the paper may be determined from the section of the Fresnel ellipsoid. This is done in the same manner as the extraordinary wave index corresponding to the wave normal $s$ has been obtained from the section of the index ellipsoid. Remembering that the lengths of the semi-axes of the Fresnel ellipsoid along $O X$ and $O Z$ are $v_{\omega}\left(=\frac{1}{n_{\omega}}\right)$ and $v_{\varepsilon}\left(=\frac{1}{n_{\varepsilon}}\right)$ we have corresponding to Eq. (32.2)

$$
\begin{equation*}
\frac{1}{v_{\tilde{Z}}^{2}}=\frac{\varrho_{X}^{2}}{v_{\epsilon}^{2}}+\frac{\varrho_{Z}^{2}}{v_{\varepsilon}^{2}} \tag{32.3}
\end{equation*}
$$

The extraordinary ray velocity


Fig. 35. Wave surfaces of uniaxial crystals. (a) for a negative crystal, (b) for a positive crystal. surface is traced by the tip of the radius vector whose length is equal to the extraordinary ray velocity $v_{r}$ corresponding to the particular ray direction (see Fig. 34 b ). The equation to its section is therefore obtained by setting

$$
v_{r}=r, \quad X=\varrho_{X} r, \quad Z=\varrho_{Z} r
$$

in Eq. (32.3) giving

$$
\begin{equation*}
\frac{X^{2}}{v_{\omega}^{2}}+\frac{Z^{2}}{v_{\epsilon}^{2}}=1 \tag{32.4}
\end{equation*}
$$

On the other hand since for all directions of $\rho$ in the plane of the paper, the $\boldsymbol{E}$ vector perpendicular to the plane of the paper is propagated, the section of the ordinary ray velocity surface is a circle of radius $v_{\omega \nu}$.

Thus the complete wave surface of a uniaxial crystal consists of a spheroid and a sphere touching at points $Z= \pm v_{\infty}$. This is illustrated in Fig. 35a and b for positive and negative crystals.
33. Biaxial crystals-singular directions and conical refraction. For crystals of lower symmetry than those considered in the previous section, the index ellipsoid is a triaxial ellipsoid. We shall choose the axes of coordinates $O X, O Y, O Z$ such that $n_{X}<n_{Y}<n_{Z}$ where $n_{X}, n_{Y}, n_{Z}$ are the lengths of the principal semi-axes, being also the refractive indices for vibrations parallel to $X, Y, Z^{1}$. The corresponding light velocities are called the principal light velocities being given by

$$
\begin{equation*}
v_{X}^{2}=a_{X}=\frac{1}{n_{X}^{2}}, \quad \text { etc. } \tag{33.1}
\end{equation*}
$$

[^44]Considering any direction of propagation, in the $X Z$ plane (Fig. 36) one of the vibrations propagated must be parallel to the $Y$ direction (since the radius vector in that direction meets the surface of the ellipsoid normally), the corresponding refractive index being $n_{Y}$. The other vibrations must necessarily lie in the $X Z$ plane, normal to the direction of propagation, having therefore a refractive index $n$ intermediate between $n_{X}$ and $n_{Z}$. As in (32.2) $n$ is given by

$$
\begin{equation*}
\frac{1}{n^{2}}=\frac{\cos ^{2} \vartheta}{n_{X}^{2}}+\frac{\sin ^{2} \vartheta}{n_{Z}^{2}} \tag{33.2}
\end{equation*}
$$

where $\vartheta$ is the inclination of the direction of propagation to the $Z$ axis.
Clearly, there will be two directions $O N_{1}$ and $O N_{2}$ (Fig. 36) for which $n$ would be equal to $n_{Y}$ and where the sections normal to these directions would be circular.


Fig. 36. Central section of theindex ellipsoid for a biaxial crystal normal to $O Y$. $P_{1} P_{1}^{\prime}$ and $P_{z} P_{z}^{\prime}$ are the two circular sections of the ellipsoid and the directions $N_{1} O N_{1}^{\prime}$ and $N_{2} O N_{2}^{\prime}$ normal to them are the two optic axes, which lie in this plane. These directions are called the optic axes (also sometimes called binormals), and they would be symmetrically inclined to the $Z$ direction. The optic axial angle $2 V$ is determined by substituting $V$ for $\vartheta$ and $n_{Y}$ for $n$ in Eq. (33.2) giving

$$
\begin{equation*}
a_{Y}=a_{X} \cos ^{2} V+a_{Z} \sin ^{2} V \tag{33.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\cos ^{2} V=\frac{a_{Y}-a_{Z}}{a_{X}-a_{Z}}, \quad \sin ^{2} V=\frac{a_{X}-a_{Y}}{a_{X}-a_{Z}} \tag{33.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\tan ^{2} V=\frac{a_{X}-a_{Y}}{a_{Y}-a_{Z}}=\frac{\frac{1}{n_{X}^{2}}-\frac{1}{n_{Y}^{2}}}{\frac{1}{n_{Y}^{2}}-\frac{1}{n_{Z}^{2}}} \tag{33.5}
\end{equation*}
$$

The expressions for $\cos ^{2} V$ and $\sin ^{2} V$ could similarly be written in terms of the principal refractive indices.
A crystal is said to be a positive or a negative crystal, according as 2 V is acute or obtuse, i.e., according as the acute bisectrix coincides with $O Z$ or $O X$ (these directions correspond respectively to the maximum and the minimum refractive index).

Since the section perpendicular to an optic axis is circular, any state of polarisation is capable of being propagated along it with a single refractive index $n_{Y}$. The optic axes are therefore sometimes called the axes of isotropy, but actually all directions of the $\boldsymbol{D}$ vibration lying in the circular section are not equivalent as far as the corresponding ray directions are concerned. We have seen that $O Y$ lies on the circular section and since $O Y$ is also normal to the ellipsoid at $Y$, the $\boldsymbol{D}$ and $\boldsymbol{E}$ vectors will coincide for this vibration. Hence for a $\boldsymbol{D}$ vibration parallel to $O Y$, the ray direction coincides with the wave normal which in the present case is the optic axis $O N_{1}$. However, for a $\boldsymbol{D}$ vibration lying on the circular section perpendicular to $O Y$ (i.e. parallel to $O P_{1}$, Fig. 37), the $\boldsymbol{E}$ vector obtained by Pornsor's construction would make an angle with the $\boldsymbol{D}$ vector giving rise to a ray direction $O R$ different from $O N_{1}$, but lying in the $X Z$ plane. For other directions of the $\boldsymbol{D}$ vector, the deviation between the ray and the wave normal will be less. In fact, it can be shown that as the $\boldsymbol{D}$ vector occupies all possible directions parallel to the radii of the circular section, the corresponding ray directions will describe a cone, the optic axis itself being one of the generators ${ }^{1}$.

[^45]This phenomenon is known as the internal conical refraction. Each point of the circle of rays observed with unpolarised light corresponds to a specific direction of vibration of the $\boldsymbol{D}$ vector. The phenomenon is considered in greater detail in Sect. 77.

With an identical treatment, it is clear that the Fresnel ellipsoid will have two circular sections, the normals to which will be the directions of single ray velocity. These are also called the optic bi-radials. These will again lie in the $X Z$ plane symmetrically about the $Z$ axis. To obtain the angle $2 V_{r}$ between them, we ${ }_{4}$ note that the principal semi-axes of the Fresnel ellipsoid are $\frac{1}{n_{X}}, \frac{1}{n_{Y}}$ and $\frac{1}{n_{Z}}$


Fig. 37. instead of $n_{X}, n_{Y}$ and $n_{Z}$ as is the case of the index ellipsoid. Hence, corresponding to Eq. (33.5), we have

$$
\begin{equation*}
\tan ^{2} V_{r}=\frac{n_{Y}^{2}-n_{X}^{2}}{n_{Z}^{2}-n_{Y}^{2}} . \tag{33.6}
\end{equation*}
$$



Fig. 38.
Fig. 37. Internal conical refraction. When the vibration direction is along $O Y, D$ and $E$ coincide and the ray is along $O N_{2}$. When $D$ is along $O P_{1}$, in the circular section, $N$ is along $O Q_{1}$, and the ray direction is $O R$. For various other directions of $\boldsymbol{D}$ in the circular section, the ray directions form a conc. The vibration directions for different directions in the cone are marked in the expanded diagram at the top.

Fig. 38. Section of the index ellipsoid normal to a general direction of propagation. $\boldsymbol{R}_{1}$ and $\boldsymbol{R}_{n}$ are the traces of the circular section in this plane.

This formula shows that the directions of single ray velocity do not coincide with the optic axes. In the circular section of the Fresnel ellipsoid, as the direction of $\boldsymbol{E}$ varies, one gets different directions of wave propagation for the same direction of ray propagation. This phenomenon is known as the external conical refraction and will be considered again in Sect. 77.
34. Formulation of results in terms of optic axial directions. It is of importance iñ practice to be able to determine the vibration directions and refractive indices corresponding to any specified direction of wave propagation. Geometrically the problem is to obtain expressions for the orientations and the magnitudes of the principal semi-axes of the elliptic sections in the plane of the wave front (i.e. normal to the direction of wave propagation). The results are more elegantly expressed if the direction of propagation is specified by the angles it makes with the two optic axes rather than by its direction cosines with respect to the principal electric axes.

Let us now consider any direction of wave propagation which we may conveniently take as normal to the plane of the paper (Fig. 38). The central section perpendicular to $O z$ will be an ellipse and the major and the minor axes of this elliptic section will correspond to the directions of vibrations $\boldsymbol{D}^{\prime}$ and $\boldsymbol{D}^{\prime \prime}$ of the
waves propagated along $O z$. The two circular sections of the index ellipsoid will intersect the elliptic section along $\boldsymbol{R}_{1}$ and $\boldsymbol{R}_{2}$; these must be equally inclined to the principal axes of the elliptic section since we must have $R_{1}=R_{2}$. Further since $\boldsymbol{R}_{1}$ is perpendicular both to $O z$ and to the optic axial direction $O N_{1}$, it must be perpendicular to the plane defined by $O z$ and $O N_{1}$. Similarly $\boldsymbol{R}_{2}$ is perpendicular to the plane defined by $O z$ and the other optic axial direction $O N_{2}$. The plane $\mathrm{N}_{1} \mathrm{Oz}$ and $\mathrm{N}_{2} \mathrm{Oz}$ will intersect the elliptic section in $\boldsymbol{r}_{1}$ and $\boldsymbol{r}_{2}$ where $\boldsymbol{r}_{1}$ is perpendicular to $\boldsymbol{R}_{1}$, and $\boldsymbol{r}_{2}$ to $\boldsymbol{R}_{2}$. Hence $\boldsymbol{r}_{1}$ and $\boldsymbol{r}_{2}$ must be equally inclined to the principal axes of the elliptic section, or vice versa, the principal axes are the internal and external bisectors of the angle between $\boldsymbol{r}_{\mathbf{1}}$ and $\boldsymbol{r}_{2}$. Representing the directions by points on a sphere (Fig. 39) the $\boldsymbol{D}$ vibrations propagated along the direction $z$ bisect internally and externally the angle subtended at $z$ by the two optic axial directions $N_{1}$ and $N_{2}$.


Fig. 39. (a) $N_{1}, N_{2}, z$ are the intersections of the optic axes and the direction of propagation with a sphere. The two vibration directions $\boldsymbol{D}^{\prime}$ and $\boldsymbol{D}^{\prime \prime}$ for propagation along $O z$ are the internal and external bisectors of the angle $N_{1} z N_{2}$. (b) Construction for proving Eq. (34.1).

The velocities $v^{\prime}$ and $v^{\prime \prime}$ of the two waves propagated along the arbitrary direction $O z$ are given by the elegant relations

$$
\left.\begin{array}{r}
v^{\prime 2}=\frac{1}{2}\left(v_{X}^{2}+v_{Z}^{2}\right)+\frac{1}{2}\left(v_{X}^{2}-v_{Z}^{2}\right) \cos \left(U_{2}+U_{1}\right)  \tag{34.1}\\
v^{\prime \prime 2}=\frac{1}{2}\left(v_{X}^{2}+v_{Z}^{2}\right)+\frac{1}{2}\left(v_{X}^{2}-v_{Z}^{2}\right) \cos \left(U_{2}-U_{1}\right),
\end{array}\right\}
$$

where $U_{1}$ and $U_{2}$ are the respective inclinations that the direction of propagation makes with the optic axes $N_{1}$ and $N_{2}$.

To prove this we choose our $O x$ axis such that the $x z$ plane bisects the angles between the planes $N_{1} z$ and $N_{2} z$ (Fig. 39b). The $x$ direction is therefore one of the vibration directions $\boldsymbol{D}^{\prime}$ and the length of the intercept by it is the corresponding refractive index, i.e. we have $v^{\prime 2}=a_{11}$ where $a_{11}$ is given by (29.19) in terms of the direction cosines $\alpha_{1}, \beta_{1}, \gamma_{1}$ of $O x$. Since the direction cosines of the optic axes are $(\sin V, 0, \cos V)$ and $(-\sin V, 0, \cos V)$ the angles $u_{1}$ and $u_{2}$ which $O x$ makes with the optic axes are

$$
\left.\begin{array}{ll}
\cos u_{1}=\alpha_{1} \sin V+\gamma_{1} \cos V, & \cos u_{2}=-\alpha_{1} \sin V+\gamma_{1} \cos V,  \tag{34.2}\\
\cos u_{1}-\cos u_{2}=2 \alpha_{1} \sin V, & \cos u_{1}+\cos u_{2}=2 \gamma_{1} \cos V .
\end{array}\right\}
$$

We have also from spherical trigonometry

$$
\begin{equation*}
\cos u_{1}=\sin U_{1} \cos \frac{1}{2} I, \quad \cos u_{2}=\sin U_{2} \cos \frac{1}{2} I \tag{34.3}
\end{equation*}
$$

where $I$ is the angle $N_{1} \hat{z} N_{2}$. On account of the expressions for $\sin ^{2} V$ and $\cos ^{2} V$ given in (33.4) the first relation of (29.19) can be written as

$$
v^{\prime 2}=a_{I 1}=a_{Y}+\left(a_{X}-a_{Z}\right)\left(\alpha_{1}^{2} \sin ^{2} V-\gamma_{1} \cos ^{2} V\right)
$$

or because of (34.2) and (34.3)

$$
\left.\begin{array}{rl}
v^{\prime 2} & =a_{Y}-\left(a_{X}-a_{Z}\right) \cos u_{1} \cos u_{2}  \tag{34.4}\\
& =a_{Y}-\left(a_{X}-a_{Z}\right) \sin U_{1} \sin U_{2} \cos ^{2} \frac{1}{2} I .
\end{array}\right\}
$$

Similarly it can be shown that

$$
\begin{equation*}
v^{\prime \prime 2}=a_{Y}+\left(a_{X}-a_{Z}\right) \sin U_{1} \sin U_{2} \sin ^{2} \frac{1}{2} I \tag{34.5}
\end{equation*}
$$

Now according to (33.3)

$$
\begin{aligned}
a_{Y} & =\frac{1}{2}\left(a_{X}+a_{Z}\right)+\frac{1}{2}\left(a_{X}-a_{Z}\right) \cos 2 V \\
& =\frac{1}{2}\left(a_{X}+a_{Z}\right)+\frac{1}{2}\left(a_{X}-a_{Z}\right)\left(\cos U_{1} \cos U_{2}+\sin U_{1} \sin U_{2} \cos I\right)
\end{aligned}
$$

Introduction of these in (34.4) and (34.5) leads to the expression (34.1).
From (34.1) we see that ${ }^{1}$

$$
\begin{equation*}
v^{\prime 2}-v^{\prime \prime 2}=\left(v_{X}^{2}-v_{Z}^{2}\right) \sin U_{1} \sin U_{2} \tag{34.6}
\end{equation*}
$$

Hence the birefringence for propagation along a direction making angles of $U_{1}$ and $U_{2}$ with the two optic axes is, approximately

$$
\begin{equation*}
\Delta n=K \sin U_{1} \sin U_{2} \tag{34.7}
\end{equation*}
$$

where $K$ is some constant. When the two optic axes coincide as in a uniaxial crystal $U_{1}=U_{2}=U$ (say), the formula reduces to

$$
\begin{equation*}
\Delta n=K \sin ^{2} U \tag{34.8}
\end{equation*}
$$

This may be directly derived from (33.2). These are of importance in the discussion of the interference figures exhibited by uniaxial and biaxial crystals (Sect. 63 et seq.).

Since $\boldsymbol{D}, \boldsymbol{s}$ and $\rho$ lie in a plane, the two ray-normals corresponding to the wave normal $z$ in Fig. 39b must be on the arcs $z x$. and $z y$ respectively. The position of any one of them, for example, the ray $R$, lying on $z x$ is determined by the condition that $z x$ must also be the internal bisector of the angle subtended by the two optic bi-radials at $R$ since the plane of $\boldsymbol{E}$ and $\rho$ is also the plane of $\boldsymbol{D}$ and $\mathbf{s}$. This is known as Sylvester's construction. For all the propositions proved in this section, there exist corresponding propositions for rays which can be derived from the Fresnel ellipsoid representation.
35. Wave velocity surface and the wave surface. The wave velocity surface was defined in Sect. 27. The equation to it can be derived from the constitutive equation (26.7), which may be written as follows in terms of the principal electric axes of the medium as co-ordinates axes:

$$
\begin{equation*}
D_{X}=n^{2}\left[\frac{D_{X}}{\varepsilon_{X}}-s_{X}(\boldsymbol{E} \cdot s)\right] \tag{35.1}
\end{equation*}
$$

or

$$
\begin{equation*}
D_{X}=-s_{X}(\boldsymbol{E} \cdot \boldsymbol{s}) /\left\{\frac{1}{n^{2}}-\frac{1}{\varepsilon_{X}}\right\} . \tag{35.2}
\end{equation*}
$$

[^46]Since $\boldsymbol{D} \cdot \boldsymbol{s}=\sum D_{X} s_{X}=0$, we have from the right-hand side of (35.2)

$$
\begin{equation*}
\sum s_{X}^{2} /\left(\frac{1}{n^{2}}-\frac{1}{\varepsilon_{X}}\right)=0 \tag{35.3}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum s_{X}^{2} /\left(v^{2}-v_{X}^{2}\right)=0 . \tag{35.4}
\end{equation*}
$$

Since any radius vector $\boldsymbol{r}(x, y, z)$ of the wave velocity surface is equal to the wave velocity $\boldsymbol{v}$ in that direction we may set $\boldsymbol{r}=\boldsymbol{v}$ and $X, Y, Z=s_{z} r, s_{y} r, s_{z} r$ in (35.4) to get the equation to the wave velocity surface, which is

$$
\begin{equation*}
\sum X^{2} /\left(r^{2}-v_{X}^{2}\right)=0 . \tag{35.5}
\end{equation*}
$$

The ray velocity surface could be obtained in a similar manner from the other constitutive equation (26.14) which may be put in form

$$
E_{X}=\frac{1}{n_{\tau}^{2}}\left[\dot{\varepsilon}_{X} E_{X}-\varrho_{X}(\boldsymbol{D} \cdot \varrho)\right]
$$

or

$$
E_{X}=-\varrho_{X}(\boldsymbol{D} \cdot \varrho) /\left(n_{t}^{2}-\varepsilon_{X}\right)
$$

Since $\boldsymbol{E} \cdot \boldsymbol{\varrho}=0$ we have similar to (35.3) the result

$$
\begin{equation*}
\sum \varrho_{X}^{2} /\left(\frac{1}{v_{r}^{2}}-\frac{1}{v_{X}^{2}}\right)=0 . \tag{35.6}
\end{equation*}
$$

Since the radius vector $\boldsymbol{r}(x, y, z)$ of the ray velocity surface is equal to the ray velocity $v_{\text {, }}$ along that direction, we thus obtain the equation to the ray velocity surface as

$$
\begin{equation*}
\sum X^{2} v_{X}^{2} /\left(r^{2}-v_{X}^{2}\right)=0 \tag{35.7}
\end{equation*}
$$

This is also the equation to the wave surface at $t=1$, which was shown to be identical to the ray velocity surface in Sect. 27.

It may be mentioned that the equations to the wave velocity surface and the ray velocity surface could also be derived from the index ellipsoid and the Fresnel ellipsoid respectively in the following manner. To obtain the former, mark off along a line from an origin $O$ in the direction of wave propagation $s$, two points $P$ and $Q$, such that $O P$ and $O Q$ are equal to the two wave velocities, which are given by the reciprocals of the major and minor axes of the central section of the index ellipsoid normal to $\boldsymbol{s}$. The loci of the points $P$ and $Q$, for all directions of $\boldsymbol{s}$ in space, would represent the wave velocity surface, which is in general a surface of two sheets. The ray velocity surface (which is the same as the wave surface) could be obtained in a similar manner from the Fresnel ellipsoid, but now $O P$ and $O Q$ are equal to the two ray velocities, which are directly equal to the major and minor axes of its central section normal to $\varrho$. This is only an extension of the method of obtaining the wave surface of a uniaxial crystals discussed in Sect. 32.

The wave surface is also a two-sheeted surface, as would also be evident from its Eq. (35.7), which is of the fourth degree. An idea of its form is best obtained by considering its sections by the principal co-ordinate planes. These sections could also be derived, $a b$ initio, by the process illustrated in Fig. 34 for uniaxial crystals, each section therefore consisting of an ellipse and a circle. When making the construction for a biaxial crystal, it must be remembered that the third refractive index for the vibration normal to the paper in Fig. 34 is not equal to one of the other two, so that the circle and the ellipse will not touch each other. In fact it may be shown that, for the section by the $Y Z$ plane the circle completely encloses the ellipse; whereas for the $X Y$ section, the circle is contained within
the ellipse. In the case of the section by the $X Z$ plane however the circle and the ellipse intersect. These are illustrated in Figs. 40a-d. In Fig. 40c the tangent line touching both the circle and the ellipse has been drawn. It can be shown that the plane parallel to the $Y$ axis and containing this line, touches the wave surface along a circle (see Szivessy [1]). The perpendiculars $O N_{1}$ and $O N_{2}$ to these tangent planes are clearly the optic axis, i.e. directions of single wave velocities. Corresponding to one such wave normal $O N_{1}$, there are an infinite number of ray directions, lying on a cone obtained by joining the origin


Fig. 40 a-d. Form of the wave surface for a biaxial crystal. (a), (b), (c) are the sections by the three co-ordinate planes. (d) is a three-dimensional diagram of one octant.
to the circle of contact. This is the phenomenon of internal conical refraction, which has been discussed in Sect. 33, using the index ellipsoid.

The lines $O R_{1}$ and $O R_{2}$ joining the origin to the points of intersection of the circle and ellipse in Fig. 40 c are the directions of single ray velocity. Each such point is a dimple in the wave surface, through which an infinite number of tangent planes can be drawn. The normals to these tangent planes lie in a cone and represent the possible direction of the wave normal for a ray propagated along the optic biradials $O R_{1}$ and $O R_{2}$. This corresponds to the phenomenon of external conical refraction already discussed in Sect. 33, using the Fresnel ellipsoid.

The features of light propagation in crystals can be derived not only by the index ellipsoid treatment as described above, but also from the wave surface representation, which is the one that is usually followed. The wave surface representation also finds application in the discussion of the phenomenon of refraction in anisotropic media (see Sect. 58). The two refracted wave fronts are given by the envelopes of the different Huygens wavelets. Huygens himself, after introducing the idea of the secondary wavelets applied it to explain the "strange refraction of Iceland spar", assuming with ingenious foresight the correct form of the wave surface for a uniaxial crystal.

## III. Non-absorbing optically active crystals.

36. Nature of the dielectric and index tensors. So far, we have discussed the case of non-absorbing, non-optically active crystals, for which the dielectric tensor has real components and is symmetric. In such a crystal, two linearly polarised waves are propagated in any general direction, and in particular directions, namely the optic axes, waves of all states of polarisation are transmitted with the same velocity. The last property is exhibited in all directions by a cubic crystal or an isotropic medium. It is known that some isotropic media exhibit the property of optical activity, i.e. of rotating the plane of polarisation of a linearly polarised wave traversing the medium ${ }^{1}$. The same property is also shown by some cubic crystals, e.g. sodium chlorate and sodium bromate, and by uniaxial (quartz, cinnabar, benzil) and biaxial (cane sugar, Rochelle salt) crystals along their optic axial directions. The phenomenon of optical activity was first discovered by Arago ${ }^{2}$ in quartz and other crystals in 1811 and later observed by Brot in liquids and gases.

A theory of optical activity in isotropic media was first given by Fresnel as early as 1822. The incident plane polarised beam is supposed to be resolved into two opposite circularly polarised components in the medium which are then propagated with different velocities. When they reunite on emergence, the plane of polarisation is rotated on account of the phase difference introduced between the two waves. This theory is phenomenologically correct and corresponds to the special case of the more general theory of the propagation in optically active media.

Some attempts were made in the nineteenth century to develop a structural theory of optical activity, notably by SoHNCere and Reusch, but they were not very satisfactory. A full bibliography of these studies will be found in the article by Szivessy [1].

The first attempt to explain optical activity in terms of the dispersion theory is due to Drude ([3], p. 400 et seq.). It is obvious that in a medium having the property of a screw axis, the displacement vector $\boldsymbol{D}$ must depend not only on the electric vector $\boldsymbol{E}$ at that point but also on the spatial variation of $\boldsymbol{E} \boldsymbol{i}$ the neighbourhood. Drude therefore assumed for $\boldsymbol{D}$ the form

$$
\begin{equation*}
\boldsymbol{D}=\varepsilon \boldsymbol{E}+f \operatorname{curl} \boldsymbol{E} \tag{36.1}
\end{equation*}
$$

Since

$$
\operatorname{curl} \boldsymbol{E}=\frac{1}{c} \frac{\partial \boldsymbol{H}}{\partial t} \quad \text { and } \quad \boldsymbol{H}=\boldsymbol{s} \times \boldsymbol{E}
$$

for an electromagnetic wave in vacuum, we have

$$
\begin{equation*}
\boldsymbol{D}=\varepsilon \boldsymbol{E}+i \frac{\omega}{c} f(\boldsymbol{s} \times \boldsymbol{E}) . \tag{36.2}
\end{equation*}
$$

Putting

$$
\begin{equation*}
i \frac{\omega}{c} f \mathbf{s}=G \tag{36.3}
\end{equation*}
$$

we get

$$
\begin{equation*}
\boldsymbol{D}=\varepsilon \boldsymbol{E}+i(\boldsymbol{G} \times \boldsymbol{E}) . \tag{36.4}
\end{equation*}
$$

This equation, as will be shown below, agrees with the more general theory, as far as an isotropic medium is concerned. However, Drude made a further

[^47]assumption that the parameter $f$ and hence the vector $G$ is the same for all directions of propagation; this does not agree with observation.

The form of Eq. (36.4) may also be derived from general phenomenological considerations. If we discard the assumption made in Sect. 29 that the components of the tensor relating the vector $\boldsymbol{D}$ and $\boldsymbol{E}$ are all real, we have the relation

$$
\begin{equation*}
\boldsymbol{D}=[\varepsilon] \boldsymbol{E}+i[\varrho] \boldsymbol{E} . \tag{36.5}
\end{equation*}
$$

This implies that $\boldsymbol{D}$ is dependent not only on $\boldsymbol{E}$ but also on $\partial \boldsymbol{E} / \partial t$ (since $\partial / \partial t=i \omega$ ) and hence (36.5) can be written in the form

$$
\begin{equation*}
\boldsymbol{D}=[\boldsymbol{\varepsilon}] \boldsymbol{E} \div \frac{1}{\omega}[\varrho] \dot{\boldsymbol{E}} . \tag{36.6}
\end{equation*}
$$

For an infinitesimal change we have

$$
d \boldsymbol{D}=[\varepsilon] d \boldsymbol{E}+\frac{1}{\omega}[\varrho] \ddot{\boldsymbol{E}} d t .
$$

Hence

$$
\begin{equation*}
\boldsymbol{E} \cdot d \boldsymbol{D}=\boldsymbol{E} \cdot[\varepsilon] d \boldsymbol{E}-\omega \boldsymbol{E} \cdot[\varrho] \boldsymbol{E} d t . \tag{36.7}
\end{equation*}
$$

Comparing Eq. (36.7) with (29.6) and (29.7) we see that the introduction of the imaginary part of the dielectric tensor will generally lead to dissipation unless the second term in (36.7) vanishes identically. This will occur only if [ $\varrho]$ is antisymmetric i.e. $\varrho_{i j}=-\varrho_{j i}$. This can be seen more clearly by using the fact that an antisymmetric tensor $\omega[\varrho]$ can be replaced by a vector operator $\boldsymbol{G} \times$ where

$$
\begin{equation*}
G_{1}=\omega \varrho_{23}=-\omega \varrho_{32} ; \quad G_{2}=\omega \varrho_{31}=-\omega \varrho_{13} ; \quad G_{3}=\omega \varrho_{12}=-\omega \varrho_{21} . \tag{36.8}
\end{equation*}
$$

Then

$$
\begin{equation*}
\boldsymbol{D}=[\varepsilon] \boldsymbol{E}+i \boldsymbol{G} \times \boldsymbol{E} . \tag{36.9}
\end{equation*}
$$

This equation is the same as (36.4) and we shall call $\boldsymbol{G}$ the gyration vector.
Integrating Eq. (36.7) we obtain as in the case of an optically inactive medium the electric energy density

$$
\begin{equation*}
W_{e}=\frac{1}{2} \boldsymbol{E} \cdot[\varepsilon] \boldsymbol{E} . \tag{36.10}
\end{equation*}
$$

Thus the antisymmetric tensor [ $\varrho$ ] does not contribute to the energy density which must be a function of state of $\boldsymbol{E}$. Hence it is not at all mecessary that the components of $[\varrho]$ should be the same, independent of the direction of propagation as should be the case with the components of [ $\varepsilon$ ]. As the gyration vector depends on the spatial variation of $\boldsymbol{E}$ in the neighbourhood of a point, it would in general depend on the direction of propagation in an anisotropic crystal. We may take $\boldsymbol{G}$ to be a linear vector function of the wave normal $\boldsymbol{s}$. This has also been obtained from a molecular theory ${ }^{1}$ of optical rotatory power. Thus we may write

$$
\begin{equation*}
\boldsymbol{G}=[g] \mathbf{s} \tag{36.11}
\end{equation*}
$$

where the gyration tensor [g] need not necessarily be symmetric. This is in accordance with the molecular theory of Bord. It may however be remarked that since the observable rotation is dependent only on ( $g_{i j}+g_{i i}$ ) it would have been sufficient for a phenomenological theory to assume the gyration tensor to be symmetric.

[^48]We shall take Eqs. (36.9) and (36.11) to be the constitutive relations for a transparent optically active medium assuming in addition $\boldsymbol{B}=\boldsymbol{H}^{1}$.
37. Refractive index of an optically active crystal ${ }^{2}$. Eq. (36.4) may now be combined with the relation (26.7)

$$
\begin{equation*}
\boldsymbol{D}=n^{2}[\boldsymbol{E}-\boldsymbol{s}(\boldsymbol{E} \cdot \boldsymbol{s})] \tag{37.1}
\end{equation*}
$$

for an electromagnetic wave. Suppose the coordinate axes are chosen parallel to the principal axes of the real part of the dielectric tensor. Then, equating the right hand sides of (36.4) and (37.1). we have

$$
\begin{equation*}
E_{X}=\left[n_{X}^{2}-\left(1-s_{X}^{2}\right) n^{2}+E_{Y}\left\{\left(n^{2} s_{X} s_{Y}+i G_{Z}\right)\right\}+E_{Z}\left\{n^{2} s_{Z} s_{X}-i G_{Y}\right\}\right] \tag{37.2}
\end{equation*}
$$

and two similar equations. The quantities $E_{X}, E_{Y}, E_{Z}$ may be eliminated from these, giving the following equation for the variation of refractive index with direction:

$$
\left.\begin{array}{rl}
n^{4}\left(n_{X}^{2} s_{X}^{2}+n_{Y}^{2} s_{Y}^{2}\right. & \left.+n_{Z}^{2} s_{Z}^{2}\right)-n^{2}\left\{\sum_{1} n_{Y}^{2} n_{Z}^{2}\left(s_{Y}^{2}+s_{Z}^{2}\right)\right\}+n^{2}(\boldsymbol{s} \times \boldsymbol{G})^{2}+  \tag{37.3}\\
+ & n_{X}^{2} n_{Y}^{2} n_{Z}^{2}-\left(n_{X}^{2} G_{X}^{2}+n_{Y}^{2} G_{Y}^{2}+n_{Z}^{2} G_{Z}^{2}\right)=0 .
\end{array}\right\}
$$

Although this quadratic equation in $n^{2}$ can be exactly solved, the solution may be put in a more tractable, but approximate form, by using the information that the components of $\boldsymbol{G}$ are small compared with those of $[\varepsilon]$. If we denote by $n_{0}^{\prime}$ and $n_{0}^{\prime \prime}$ the solutions of $(37.3)$ when $\boldsymbol{G}$ is set equal to zero, then it can be written as

$$
\begin{equation*}
\left(n^{2}-n_{0}^{\prime 2}\right)\left(n^{2}-n_{0}^{\prime 2}\right)=g^{2} \tag{37.4}
\end{equation*}
$$

where

$$
\begin{equation*}
g^{2}=\frac{\left(n_{X}^{2} G_{X}^{2}+n_{Y}^{2} G_{Y}^{2}+n_{Z}^{2} G_{Z}^{2}\right)-n^{2}(\boldsymbol{s} \cdot \boldsymbol{G})^{2}}{n_{X}^{2} s_{X}^{2}+n_{Y}^{2} s_{Y}^{2}+n_{Z}^{2} s_{Z}^{2}} . \tag{37.5}
\end{equation*}
$$

Even then, the right-hand side of (37.5) contains the quantity $n$, which is to be determined. To avoid this difficulty, we put $n_{1}=n_{2}=n_{3}$ in Eq. (37.5) only, i.e. we assume that the property of optical activity does not depend on the magnitude of the birefringence, although actually the crystal may be in fact birefringent ${ }^{3}$. Then, $g$ takes the simple form

$$
\begin{equation*}
g=\boldsymbol{s} \cdot \boldsymbol{G} \tag{37.6}
\end{equation*}
$$

and has a fixed value for a given direction of propagation. The two refractive indices for this direction may then be calculated from (37.6) and are

$$
\left.\begin{array}{l}
n^{\prime 2}=\frac{1}{2}\left\{n_{0}^{\prime 2}+n_{0}^{\prime \prime 2}+\left|\sqrt{\left(n_{0}^{\prime 2}-n_{0}^{\prime \prime 2}\right)+4 g^{2}}\right|\right\} \\
n^{\prime \prime 2}=\frac{1}{2}\left\{n_{0}^{\prime 2}+n_{0}^{\prime \prime 2}-\left|\sqrt{\left(n_{0}^{\prime 2}-n_{0}^{\prime \prime 2}\right)+4 g^{2}}\right|\right\}, \tag{37.7}
\end{array}\right\}
$$

[^49]where we assume that $n_{0}^{\prime}>n_{0}^{\prime \prime}$. It follows that
\[

$$
\begin{equation*}
n^{\prime 2}+n^{\prime 2}=n_{0}^{\prime 2}+n_{0}^{\prime \prime 2} \tag{37.8}
\end{equation*}
$$

\]

Making use of the above formulae, it is possible to show that the two waves which are propagated corresponding to the principal indices $n^{\prime}$ and $n^{\prime \prime}$ are two opposite ellipses, whose axial ratios $b / a=x$ are ${ }^{2}$ :

$$
\begin{equation*}
x_{1}=\frac{n^{\prime 2}-n_{0}^{\prime 2}}{g}, \quad x_{2}=\frac{g}{n^{\prime \prime 2}-n_{0}^{\prime \prime 2}} \tag{37.9}
\end{equation*}
$$

We have from (37.8)

$$
n^{\prime \prime 2}-n_{0}^{\prime \prime 2}=-\left(n^{\prime 2}-n_{0}^{\prime 2}\right)
$$

so that $x_{1}=-\frac{1}{x_{2}}$ showing that the two elliptic vibrations correspond to oppositely polarised states. We shall however show this by other methods.
38. A more exact solution of the wave equation ${ }^{2}$. The approximations which we had to make in the last section can be avoided by the use of the inverse of the dielectric tensor, viz. [a], the index tensor. We have already seen how the use of this tensor, with the associated index ellipsoid, considerably simplifies the discussion of the optical behaviour of non-optically active crystals. When the dielectric tensor is complex and takes the form (36.5), the corresponding equation in terms of the index tensor is

$$
\begin{equation*}
\boldsymbol{E}=[a] \boldsymbol{D}-i \boldsymbol{\Gamma} \times \boldsymbol{D} \tag{38.1}
\end{equation*}
$$

where $\Gamma$ may be called the optical activity vector. Like the gyration vector it will be a function of the direction of propagation being determined by a relation corresponding to (36.11)

$$
\begin{equation*}
\Gamma=[\gamma] \boldsymbol{s} \tag{38.2}
\end{equation*}
$$

where $[\gamma]$ is a general nine component tensor which may be called the optical activity tensor. To obtain expressions for the quantities introduced in the present formulation in terms of the dielectric and gyration tensors we may justifiably neglect the squares of the components of $G$ since even their first powers will always be very small compared with the principal values of $[\varepsilon]$ even in crystals whose optical rotation is normally large. Choosing the coordinate axes along the principal electrical axes of the crystal it can then be shown that

$$
\begin{align*}
a_{X} & =\frac{1}{\varepsilon_{X}} \text { etc., }  \tag{38.3}\\
\Gamma_{X} & =\frac{\varepsilon_{X} G_{X}}{\varepsilon_{X} \varepsilon_{Y} \varepsilon_{Z}} \text { etc., }  \tag{38.4}\\
\gamma_{X Y} & =\frac{\varepsilon_{X} g_{X}}{\varepsilon_{X} \varepsilon_{Y} \varepsilon_{Z}} \tag{38.5}
\end{align*} \text { etc. }
$$

It may be mentioned that the formulation of the constitutive equation of the medium in the form (38.1), in terms of $[a]$ and $\Gamma$ is as valid as the form (36.4), in terms of $[\varepsilon]$ and $G$. In fact, using the same method as was adopted for $G$ in Sect. 36 , we can show that if Eq. $(38.1)$ is valid, then there is no dissipation in the medium. Actually, in discussing the optical behaviour of the medium, the formulation (38.1) in terms of the index tensor and the optical activity vector is the more convenient one, as will be seen below. However,

[^50]both formulations (36.4) and (38.1) are exact and completely valid, although the relations (38.3) to (38.5) between the coefficients in the two formulations are correct only to the first order of magnitude.

If now we choose the coordinate axes such that the $z$ axis is along the wave normal, then $D_{z}=0$ and we have only two components $D_{x}$ and $D_{y}$. Also from Eq. (37.1) we have the simple relations

$$
\begin{equation*}
E_{x}=v^{2} D_{x}, \quad E_{y}=v^{2} D_{y}, \quad D_{z}=0 \tag{38.6}
\end{equation*}
$$

Since $D_{z}=0$ we have also from (38.1)

$$
\left.\begin{array}{l}
E_{x}=a_{11} D_{x}+a_{12} D_{y}+i \Gamma_{3} D_{y},  \tag{38.7}\\
E_{y}=a_{21} D_{x}+a_{22} D_{y}-i \Gamma_{3} D_{x} .
\end{array}\right\}
$$

Following the same procedure as in Sect. 30 if we now take the $x$ and $y$ axes to be parallel to the principal vibration directions in the absence of optical activity, then

$$
\begin{equation*}
a_{12}=0, \quad a_{11}=v_{1}^{2}, \quad a_{22}=v_{2}^{2} \tag{38.8}
\end{equation*}
$$

where $v_{1}$ and $v_{2}$ are the velocities for the particular direction of propagation in the absence of optical activity (i.e. $\Gamma=0$ ). Substituting for $E_{x}$ and $E_{y}$ from (38.6) we have ${ }^{1}$

$$
\left.\begin{array}{c}
v^{2}-v_{1}^{2}=i \Gamma_{3}\left(D_{y} / D_{x}\right),  \tag{38.9}\\
v^{2}-v_{2}^{2}=i \Gamma_{3}\left(D_{x} / D_{y}\right) .
\end{array}\right\}
$$

These equations can be solved to give both the principal refractive indices and the polarisation states of the two waves.

The form of the vibration for propagation along $O z$ is defined by the ratio $\left(D_{y} / D_{x}\right)$ and may be obtained by eliminating $v^{2}$ between the two equations in (38.9) when we obtain

$$
\begin{equation*}
\frac{D_{y}}{D_{x}}+\frac{D_{x}}{D_{y}}=-\frac{i}{\Gamma_{3}}\left(v_{2}^{2}-v_{1}^{2}\right)=-\frac{2 i}{K}, \quad \text { say. } \tag{38.10}
\end{equation*}
$$

In terms of a general coordinate axis,

$$
\begin{equation*}
\Gamma_{3}=\boldsymbol{s} \cdot \boldsymbol{\Gamma}=\gamma, \quad \text { say } \tag{38.11}
\end{equation*}
$$

Hence

$$
\begin{equation*}
K=\frac{2 \gamma}{v_{2}^{2}-v_{1}^{2}} . \tag{38.12}
\end{equation*}
$$

The two solutions for $D_{y} / D_{x}$ are reciprocals of each other and it is also obvious that both should be purely imaginary.

Putting therefore

$$
\begin{equation*}
\left(\frac{D_{y}}{D_{x}}\right)^{\prime}=i \tan \vartheta, \quad\left(\frac{D_{y}}{D_{z}}\right)^{\prime \prime}=-i \cot \vartheta \tag{38.13}
\end{equation*}
$$

in (38.10) we obtain

$$
\begin{equation*}
\tan 2 \vartheta=K=\frac{2 \gamma}{v_{2}^{2}-v_{1}^{2}} . \tag{38.14}
\end{equation*}
$$

The two vibrations given by Eq. (38.13) are naturally orthogonal and correspond to oppositely polarised elliptic waves. The ellipses are similar in form though described in opposite senses, the two major axes lying along two perpendicular principal planes.

[^51]If we eliminate $\left(D_{y} / D_{x}\right)$ between the two equations in (38.9) we obtain the equation for the velocity $v$ of the waves propagated along $O Z$ :

$$
\begin{equation*}
\left(v^{2}-v_{1}^{2}\right)\left(v^{2}-v_{2}^{2}\right)=\gamma^{2} . \tag{38.15}
\end{equation*}
$$

The two solutions of this equation are the two principal velocities $v^{\prime}$ and $v^{\prime \prime}$, which are then given by

It follows from this that

$$
\begin{equation*}
\left(v^{\prime \prime 2}-v^{\prime 2}\right)^{2}=\left(v_{2}^{2}-v_{1}^{2}\right)^{2}+4 \gamma^{2} . \tag{38.17}
\end{equation*}
$$

The wave with velocity $v^{\prime}$ will be in the state of polarisation $\left(D_{y} / D_{x}\right)^{\prime}$, while the velocity $v^{\prime \prime}$ corresponds to the state $\left(D_{y} / D_{x}\right)^{\prime \prime}$ in Eq. (38.13). This may be verified by substituting the corresponding values in Eq. (38.9)

When $\gamma=0$ we have from (38.14), $\vartheta=0$ giving the orthogonal linear vibrations with velocities $v_{1}$ and $v_{2}$, as should be the case for a non-optically active crystal. The characteristic effect introduced by the parameter $\gamma$ is best revealed by supposing linear birefringence to be absent i.e. by setting $v_{1}=v_{2}=v_{m}$, say, in Eq.(38.13) and (38.17). The former gives $\vartheta=\pi / 4$ i.e. the two waves should be circularly polarised in opposite directions, thus theoretically confirming Fresnei's hypothesis. Thus if there is no birefringence the difference in the refractive indices of the two circular waves is given by

$$
\begin{equation*}
\Delta\left(\frac{1}{n^{2}}\right)=\frac{2}{n^{3}}\left(n_{r}-n_{l}\right)=2 \gamma . \tag{38.18}
\end{equation*}
$$

The rotatory power $\varrho$ is related to $n_{r}-n_{I}$ by the equation

$$
\begin{equation*}
\varrho=\frac{\pi}{\lambda}\left(n_{r}-n_{l}\right) \tag{38.19}
\end{equation*}
$$

so that

$$
\begin{equation*}
\varrho=\frac{\pi}{\lambda} n_{m}^{3} \gamma . \tag{38.20}
\end{equation*}
$$

Eq. (38.20) gives the rotatory power of a crystal to be positive ${ }^{1}$ when $\gamma$ is positive.
The propagation of two circularly polarised waves as described above should occur for instance in an isotropic medium or a cubic crystal for all directions of propagation, and for propagation along the optic axis in birefringent crystals.

In these cases, the medium should actually exhibit circular double refraction. This was first shown to be so by Fresnel ${ }^{2}$ using a combination of quartz prisms. Later, the experiment has also been performed with the cubic crystal, sodium chlorate ${ }^{3}$.
39. Method of superposition. A simple way of calculating the combined effect of birefringence and optical activity of a medium is by the method of superposition ${ }^{4}$ dealt with in Sect. $5 \alpha$. Here, we assume the two properties are independent, and that an infinitesimal layer $d z$ of the medium may be considered

[^52]to be made up of two parts, one producing the phase retardation ( $d \delta$ ) due to linear birefringence and the other a rotation ( $d \varrho$ ). The superposition of the two effects is best worked out by means of the Poincaré sphere. The former is a clockwise rotation of the sphere about the axis $X_{r} Y_{r}$ ( $X_{r}$ being the slower axis) through an angle $d \delta$, while the latter is a clockwise rotation about a perpendicular axis $R L$ through an angle $2 d \varrho$ (see Fig. 41). The combined effect is obviously a clockwise rotation through the angle
\[

$$
\begin{equation*}
d \Delta=\sqrt{(d \delta)^{2}+(2 d \varrho)^{2}} \tag{39.1}
\end{equation*}
$$

\]

about an axis $B B_{a}$ in the plane containing $X_{r} Y_{r}$ and $R L$, the latitude $2 \vartheta$ of the state $B$ being given by


Fig. 41. Superposition of birefringence and optical activity. The ellipses $B$ and $B_{a}$ are propagated unchanged of which $B$ has the slower velocity.

$$
\begin{equation*}
\tan 2 \mathscr{V}=-\frac{2 d \varrho}{d \delta} \tag{39.2}
\end{equation*}
$$

If $\delta$ is the phase retardation per unit length, $=\frac{2 \pi}{\lambda}\left(n_{1}-n_{2}\right)$ and $\varrho$ is the specific rotation, then

$$
\begin{equation*}
\tan 2 \vartheta=-\frac{2 \varrho}{\delta} \tag{39.3}
\end{equation*}
$$

and per unit thickness the effect on the state of polarisation of the transmitted light is a rotation through an angle

$$
\begin{equation*}
\Delta=\sqrt{\delta^{2}+(2 \varrho)^{2}} \tag{39.4}
\end{equation*}
$$

Obviously, the polarisation states of the two beams which are propagated unchanged in the crystal are $B$ and $B_{a}$, which represent crossed ellipses, whose axial ratio is $|\tan \vartheta|$.
Further from the results of Sect. 4, $\Delta$ represents the relative phase retardation per unit distance between the waves in the state $B$ and $B_{a}$ the former being the slower wave.

It will be noticed that the results obtained by the method of superposition are closely analogous to those obtained from the exact theory, although they are not exactly equivalent. This may be seen by comparing Eqs. (39.3) and (39.4) with (38.14) and (38.17) respectively.

Since

$$
\begin{equation*}
\frac{1}{n^{\prime 2}}+\frac{1}{n^{\prime \prime 2}}=\frac{1}{n_{1}^{2}}+\frac{1}{n_{2}^{2}} \tag{39.5}
\end{equation*}
$$

we may take

$$
\begin{equation*}
\frac{1}{2}\left(\frac{n^{\prime}+n^{\prime \prime}}{n^{\prime 2} n^{\prime \prime 2}}\right)=\frac{1}{2}\left(\frac{n_{1}+n_{2}}{n_{1}^{2} n_{2}^{2}}\right)=\frac{1}{n_{n}^{3}}, \quad \text { say, } \tag{39.6}
\end{equation*}
$$

where we shall call $n_{m}$ as the mean refractive index. Then, (38.17) takes the form

$$
\begin{equation*}
\left(n^{\prime}-n^{\prime \prime}\right)^{2}=\left(n_{1}-n_{2}\right)^{2}+\left(2 n_{m}^{s} \gamma\right)^{2} . \tag{39.7}
\end{equation*}
$$

If we suppose that

$$
\begin{equation*}
\varrho=\frac{\pi}{\lambda} n_{m}^{3} \gamma \tag{39.8}
\end{equation*}
$$

analogous to Eq. (38.20), then we get the result (39.4). Correspondingly, Eq. (38.14) becomes the same as (39.3).

Quite apart from the small approximation involved in (39.6) we have to make the assumption in (39.8) that the medium has a rotation $\varrho$ given by that equation in the direction concerned. It involves in addition to $\gamma$ the quantity $n_{m}^{3}$ which
is not entirely independent of the components of the dielectric tensor. The formal similarity of the results obtained by the use of the superposition method with those from the rigorous theory enables us to use the former method which is much simpler, with the assumption that the medium has a "rotatory power" given by Eq. (39.8). We shall use the method of superposition hereafter for working out the theory of the experiments to be described later.
40. Symmetry and optical activity of crystals. The rotatory power of a crystal along any directions is determined by the parameter $\gamma$ which is given by Eq.(38.11). It turns out that, although $\gamma_{i j}$ is not symmetric, the expression for $\gamma$ involves only a symmetric combination of the components of the optical activity tensor. Thus combining (38.11) and (38.2)

$$
\left.\begin{array}{rl}
\gamma=\gamma_{11} s_{1}^{2} & +\gamma_{22} s_{2}^{2}+\gamma_{33} s_{3}^{2}+\left(\gamma_{23}+\gamma_{32}\right) s_{2} s_{3}+  \tag{40.1}\\
& +\left(\gamma_{31}+\gamma_{13}\right) s_{3} s_{1}+\left(\gamma_{12}+\gamma_{21}\right) s_{1} s_{2}
\end{array}\right\}
$$

where $s_{1}, s_{2}, s_{3}$ are the direction cosines of the wave normal with respect to an arbitrary coordinate system.

If we lay off a radius vector $\boldsymbol{s}$ parallel to the direction of propagation such that

$$
\begin{equation*}
\frac{1}{v^{2}}=|\gamma|=|\varrho| \frac{\lambda}{\pi} v_{m}^{3} \tag{40.2}
\end{equation*}
$$

we get the surface of optical rotation. Given this surface we can determine $\gamma$ for any direction (the sign to be attached being supposed to be marked on the surface). It follows from this that the specific rotation $\varrho$ may be put in the form ${ }^{1}$

$$
\begin{equation*}
\varrho=r_{11} s_{1}^{2}+r_{22} s_{2}^{2}+r_{33} s_{3}^{2}+2 r_{23} s_{2} s_{3}+2 r_{31} s_{3} s_{1}+2 r_{12} s_{1} s_{2} . \tag{40.2a}
\end{equation*}
$$

This is a slight approximation because $n_{m}^{3}$ is not a constant, but the subsequent discussion on symmetry does not depend for its validity on this approximation.

Some interesting consequences follow from this regarding the occurrence of optical activity and of its variation with direction in crystals of different symmetry. Thus, if the crystal has a centre of inversion, then applying this operation, a right-handed system of axes is converted into a left-handed one. Referred to the latter, the sign of $\varrho$ is reversed. However, substituting $-s_{1},-s_{2},-s_{3}$ for $s_{1}, s_{2}, s_{3}$ in Eq. (40.2a) the sign of $\varrho$ is unchanged. Both these conditions will be satisfied only if $\varrho=0$, i.e. there can be no optical activity for centrosymmetric crystals, a result which is in conformity with the corresponding property of molecules.

Thus, of the 32 crystal classes, the specific rotation is zero in all directions in 11 classes, namely $\overline{1}, 2 / m, m m m, \overline{3}, \overline{3} m, 4 / m, 4 / \mathrm{mmm}, 6 / \mathrm{m}, 6 / \mathrm{mmm}, \mathrm{m3}, \mathrm{~m} 3 \mathrm{~m}$.

Similarly, applying the other symmetry operations for crystals belonging to the remaining 21 points groups, the form of the variation of $\varrho$ with direction can be obtained. Details are omitted ${ }^{2}$, but the results are given in Table 4. It will be noticed that the optical activity does not vanish in all directions for a crystal having a symmetry plane of reflection. Optical activity occurs for crystals belonging to 15 classes, but it has actually been observed only in 7 crystal classes, namely $2,222,3,32,6,42$ and 23 . Even among these, measurements are avail-

[^53]Table 4. Variation of rotatory power $\varrho$ with direction in non-centrosymmetric crystals.

| Crystal system | Crystal class | Expression for $e$ |
| :---: | :---: | :---: |
| Triclinic | 1 | $s_{1}^{2} r_{11}+s_{2}^{2} r_{22}+s_{3}^{2} \gamma_{33}+2 s_{1} s_{2} r_{12}+2 s_{2} s_{23} r_{23}+2 s_{3} s_{1} \gamma_{31}$ |
| Monoclinic | $\begin{gathered} m \\ 2 \end{gathered}$ | $\begin{aligned} & 2 s_{3}\left(s_{2} \gamma_{23}+s_{1} r_{31}\right) \\ & s_{1}^{2} \gamma_{11}+s_{2}^{2} r_{22}+s_{3}^{2} \gamma_{33}+2 s_{1} s_{2} r_{12} \end{aligned}$ |
| Orthorhombic | $\begin{aligned} & 222 \\ & m m \end{aligned}$ | $\begin{aligned} & s_{1}^{2} \gamma_{11}+s_{2}^{2} r_{22}+s_{3}^{2} \gamma_{33} \\ & 2 s_{1} s_{2} r_{12} \end{aligned}$ |
| Rhombohedral | $\begin{gathered} 3 \\ 32 \\ 3 m \end{gathered}$ | $\begin{aligned} & \left(s_{1}^{2}+s_{2}^{2}\right) r_{11}+s_{3}^{2} r_{33} \\ & \left(s_{1}^{2}+s_{2}^{2}\right) r_{11}+s_{3}^{2} r_{33} \\ & 0 \end{aligned}$ |
| Tetragonal | $\begin{gathered} 4 \\ 42 \\ 4 m m \\ \overline{4} \\ \overline{4} 2 m \end{gathered}$ | $\begin{aligned} & \left(s_{1}^{2}+s_{2}^{2}\right) r_{11}+s_{3}^{2} r_{33} \\ & \left(s_{1}^{2}+s_{2}^{2}\right) r_{11}+s_{3}^{3} r_{33} \\ & 0 \\ & \left(s_{1}^{2}-s_{2}^{2}\right) r_{11}+2 s_{1} s_{2} r_{12} \\ & \left(s_{1}^{2}-s_{2}^{2}\right) r_{11} \end{aligned}$ |
| Hexagonal | $\begin{gathered} 6 \\ 62 \\ 6 m m \\ 6 \\ 6 m 2 \end{gathered}$ | $\begin{aligned} & \left(s_{1}^{2}+s_{2}^{2}\right) v_{11}+s_{3}^{2} \gamma_{33} \\ & \left(s_{1}^{2}+s_{2}^{2}\right) v_{11}+s_{3}^{2} \gamma_{33} \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |
| Cubic | $\begin{gathered} 23 \\ 43 \\ \overline{43} m \end{gathered}$ | $\begin{aligned} & \left(s_{1}^{2}+s_{2}^{2}+s_{3}^{2}\right) r_{11}=r_{11} \\ & \left(s_{1}^{2}+s_{2}^{2}+s_{3}^{2}\right) r_{11}=v_{11} \\ & 0 \end{aligned}$ |

able only along the optic axes, except for quartz, for which measurements have been made perpendicular to the optic axis (see Sect. 84). It is obvious that the rotatory power along the two optic axes need not be equal in a biaxial crystal-for instance one belonging to the crystal class 2. A typi-


Fig. 42. Wave surface of an optically active transparent crystal. cal example is cane sugar for which the rotatory power along the two optic axes are $-1.6^{\circ}$ and $+5.4^{\circ}$ per mm .
41. Wave surface in optically active crystals. As was shown in Sect. 38, the refractive indices of the two waves propagated along any direction are only slightly modified by the presence of optical activity. Consequently, the shape of the wave surface is practically the same as in a non-optically active crystal except for directions close to the optic axes. In a non-active crystal, the optic axes are directions of single wave velocity and the two sheets of the wave surface therefore touch along these directions. However, when optical activity is present, two orthogonal circularly polarised waves are propagated along this direction, with slightly differing velocities. The consequent modification of the wave surface is shown schematically in Fig. 42 for both uniaxial and biaxial crystals.

Since the two sheets of the wave surface do not touch along the optic axes, there are no points on the surface, where the tangent plane is singular. Thus internal conical refraction, in the sense of the phenomenon which occurs in nonactive crystals, cannot occur here. However, if a slightly divergent pencil is used, it is obvious that the orientation of the tangent planes varies appreciably for the different directions of propagation in the pencil and thus a conical beam emerges from the crystal. The phenomenon has been studied in great detail by VoIgT ${ }^{1}$ in cane sugar and tartaric acid.

External conical refraction should also occur readily even in the presence of optical activity.

## IV. Absorbing non-optically active crystals.

42. Fundamental equations. For every crystal there are regions of the spectrum in which it exhibits the phenomenon of absorption of electromagnetic radiation. It has long been known in the case of minerals and crystals which absorb visible light that both the intensity and the spectral nature of the absorption depends not only on the direction of propagation but also on the state of polarisation of the incident light. The anisotropy of refractive index (which is present even in the transparent regions) and the anisotropy of absorption are linked to one another by the theory of dispersion, both these phenomena being in their turn related to the ultimate atomistic structure of the crystal. From the point of view of the classical dispersion theory, the motion of the charges giving rise to the polarisation of the medium would be opposed by dissipative forces of an anisotropic nature in the absorbing regions of the spectrum. Thus the polarisation $\boldsymbol{P}$ would not oscillate in phase with the electric intensity $\boldsymbol{E}$. The components of the macroscopic polarisability tensor would therefore be complex. In turn the relation between the vectors $\boldsymbol{D}$ and $\boldsymbol{E}$ would be described by a complex dielectric tensor $[\bar{\varepsilon}]$. We shall not deal with the atomistic causes of the anisotropy in the intensity and the spectral nature of the absorption but only present the phenomenological theory of light propagation in absorbing crystals applicable to one particular frequency.

In an absorbing crystal the propagation of a light wave may be described by two parameters, namely the refractive index $n$ and the absorption coefficient $k$. Thus the electric vector of a wave propagated along the $z$ direction is given by
or

$$
\begin{equation*}
E_{z}=E_{0} \mathrm{e}^{-k z} \mathrm{e}^{-2 \pi i n z / \lambda} \tag{42.1}
\end{equation*}
$$

$$
\begin{equation*}
E_{z}=E_{0} \mathrm{e}^{-2 \pi i \bar{n} z / \lambda} \tag{42.2}
\end{equation*}
$$

where $\bar{n}$ is the complex refractive index. Let $\bar{n}=n-i x$ where $x$ the extinction coefficient is equal to $k \lambda / 2 \pi$. In an anisotropic crystal both $n$ and $x$ are functions of the state of polarisation and the variation of both can be expressed by a complex tensor $[\bar{\varepsilon}]$ representing the complex dielectric constant. Just as in the case of non-absorbing crystals, not all waves are propagated without change of form but only those with certain states of polarisation. The method of finding these for a given direction of propagation as well as the corresponding complex refractive indices is closely similar to what was adopted for optically active nonabsorbing crystals.

Before however proceeding to discuss the properties of the dielectric tensor we may mention that the absorption in the medium may also arise if the medium has a finite conductivity represented by a tensor $[\sigma]$ in addition to the usual
${ }^{1}$ W. Vorgt: Ann. Phys., Lpz. 18, 678, 692 (1905). - Phys. Z. 6, 789 (1905).
dielectric tensor $[\varepsilon]$ relating $\boldsymbol{D}$ and $\boldsymbol{E}$. We shall show that this is formally equivalent to the introduction of a complex dielectric tensor. The current density $\boldsymbol{j}$ and the charge density $\varrho$ (as determined by the equation of continuity) will then be

$$
\begin{equation*}
\boldsymbol{j}=[\sigma] \boldsymbol{E} \tag{42.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\varrho}=-\operatorname{div} j \quad \text { or } \quad \varrho=\frac{1 \dot{\imath}}{\omega} \operatorname{div}[\sigma] \boldsymbol{E} . \tag{42.4}
\end{equation*}
$$

If we introduce these in the Maxwell's equation (26.1a) they become formally identical with the Maxweli's equation (26.3) for a non-conducting medium provided we replace $\boldsymbol{D}$ by $\boldsymbol{D}^{\prime}$ where

$$
\begin{equation*}
D_{i}^{\prime}=\left(\varepsilon_{i j}-i \sigma_{i j}\right) E_{i} \tag{42.5}
\end{equation*}
$$

The solutions for such media will thus be formally equivalent to the more common case of absorbing but non-conducting media in which the relation between $\boldsymbol{D}$ and $\boldsymbol{E}$ is represented by a complex dielectric tensor.
43. The dielectric tensor and the index tensor of absorbing crystals. We may write

$$
\begin{equation*}
\boldsymbol{D}=[\bar{\varepsilon}] \boldsymbol{E} \tag{43.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\varepsilon}_{i j}=\varepsilon_{i j}-i \eta_{i j} . \tag{43.2}
\end{equation*}
$$

If the tensor $[\eta]$ contained an antisymmetric part it would contribute to optical activity as was seen in Sect. 36. To correspond to the case of absorbing nonoptically`active crystals we shall take $[\varepsilon]$ and $[\eta]$ to be symmetric. We have seen in Sect. 36 that the introduction of the imaginary part of the dielectric tensor leads to a dissipation of energy.
. $\because$ Argtments subsequent to (36.5) may be followed with $\varrho$ replaced by -in -and anf equation similar to (36.7) may be derived; comparing this with (29.7) we get that the rate of dissipation of energy $W_{f}$ is given by

$$
\begin{equation*}
W_{f}=\omega \boldsymbol{E} \cdot[\eta] \boldsymbol{E} . \tag{43.3}
\end{equation*}
$$

If we write

$$
\begin{equation*}
\boldsymbol{D}=\boldsymbol{D}_{1}-i \boldsymbol{D}_{2} \tag{43.4}
\end{equation*}
$$

where $\boldsymbol{D}_{1}$ and $\boldsymbol{D}_{2}$ are related to $\boldsymbol{E}$ by the real tensors $[\varepsilon]$ and $[\eta]$, then the rate of dissipation of energy is given by $\frac{1}{2} \boldsymbol{E} \cdot \boldsymbol{D}_{2}$ while the electric energy density will as in transparent optically active crystals be given by $\frac{1}{2} \boldsymbol{E} \cdot \boldsymbol{D}_{1}$.

It is more convenient to use the complex index tensor and write (43.1) in the form

$$
\begin{equation*}
\boldsymbol{E}=[\bar{a}] \boldsymbol{D} \tag{43.5}
\end{equation*}
$$

where

$$
\begin{equation*}
[\bar{a}]=[\bar{\varepsilon}]^{-1} \tag{43.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\bar{a}_{i j}=a_{i j}+i b_{i j} \tag{43.7}
\end{equation*}
$$

Both the real and imaginary parts of the complex index tensor are tensors of the second rank and could therefore be represented by ellipsoids. The ellipsoid representing the tensor $a_{i j}$ will be called the index ellipsoid as in the previous cases while the ellipsoid representing $b_{i j}$ defines the absorption ellipsoid. There is no reason why the principal axes of the index and absorption ellipsoids should coincide, excepting where required by the symmetry of the crystal.

The imaginary part of the complex tensor is usually small compared to unity and to the real part, and therefore it would be sufficient to work up to the first order of magnitude in $b_{i j}$. To this order of approximation the index and absorption tensors are given by

$$
\begin{equation*}
[a]=[\varepsilon]^{-1} \tag{43.8}
\end{equation*}
$$

and

$$
\begin{equation*}
[b]=[\varepsilon]^{-1}[\eta][\varepsilon]^{-1}, \tag{43.9}
\end{equation*}
$$

i.e. the principal axes representing [ $\varepsilon$ ] the dielectric tensor may be taken to coincide with those of the index ellipsoid. However the principal axes of the absorption ellipsoid need not coincide with those of the ellipsoid $[\eta]^{1}$.

Along any direction of propagation the nature of the waves propagated depend on the central sections of the index ellipsoid and the absorption ellipsoid normal to the direction of propagation. We shall call the directions of the major and minor axes of the section of the index ellipsoid as the principal directions of linear birefringence and those of the absorption ellipsoid as the principal directions of linear dichroism.

As the magnitude of the dichroism, determined by $b_{i j}$ is usually very small compared with the birefringence, for most directions of propagation it is found that the behaviour of an absorbing anisotropic crystal is closely approximated by the behaviour of non-absorbing crystals. The state of polarisation and the velocities of the two beams propagated along any direction are then determined by the index ellipsoid. We have however the additional property that for any direction of vibration there is an attentuation of the transmitted beam. The extinction coefficient $\kappa$ is related to the radius vector $1 / \sqrt{b}$ of the absorption ellipsoid drawn parallei to the direction of vibration by the equation

$$
\begin{equation*}
2 x v^{3}=b \tag{43.10}
\end{equation*}
$$

where $v$ is the velocity of propagation for that particular direction of vibration. The above results are exactly true for uniaxial crystals. A behaviour similar to that described in this paragraph was postulated in the early theory of Mallard ${ }^{2}$.
44. Formal solution of the wave equation. The phenomena are however complicated for directions of propagation close to the optic axes in a biaxial crystal. These directions are defined as the normals to the circular sections of the index ellipsoid as in a non-absorbing crystal. If we consider the normal to a circular section of the index ellipsoid in an absorbing crystal, then there is no reason why it should also be normal to the circular section of the absorption ellipsoid. The section of the absorption ellipsoid normal to an optic axis will in general be an ellipse.

Consequently, as will be shown rigorously a little later, two waves can be propagated along an optic axial direction, with different absorption coefficients. There exist however directions along which only one wave is propagated unchanged; there are actually four such directions ${ }^{3}$, called Windungsachsen or singular axes, two near each of the optic axes, and circular vibrations of one sense is propagated unchanged along two of them and of the other sense along the other two. It is however necessary to work out the full formal solution of

[^54]the wave equation before these and other interesting aspects of absorbing biaxial crystals are discussed.

The complex tensor $\bar{a}_{i j}$ can be brought to the diagonal form by a suitable transformation of axes. Eqs. (44.1) below give the relation between the principal axes $\bar{u}, \bar{v}, \bar{w}$ and the original axes $x, y, z$. Since $\bar{u}, \bar{v}, \bar{w}$ are complex linear functions of $x, y, z$, the $\alpha_{i j}$ 's must also be complex. Thus

$$
\left.\begin{array}{r}
\bar{u}=\bar{\alpha}_{11} x+\bar{\alpha}_{12} y+\bar{\alpha}_{13} z  \tag{44.1}\\
\bar{v}=\bar{\alpha}_{21} x+\bar{\alpha}_{22} y+\bar{\alpha}_{23} z \\
\bar{w}=\bar{\alpha}_{31} x+\bar{\alpha}_{32} y+\bar{\alpha}_{33} z .
\end{array}\right\}
$$

Denote by $\bar{a}_{1}, \bar{a}_{2}, \bar{a}_{3}$ the principal values of the tensor $\bar{a}_{i j}$ so that $E_{\bar{i}}=\bar{a}_{1} D_{\bar{u}}{ }^{1}$.
Referred to the axes $\bar{u}, \bar{v}, \bar{w}$ we have the following equation completely analogous to (26.7) and (37.1):

$$
\begin{gather*}
\bar{v}^{2} \boldsymbol{D}=\{\boldsymbol{E}-\boldsymbol{s}(\boldsymbol{s} \cdot \boldsymbol{E})\},  \tag{44.2}\\
\left(\bar{a}_{1}-\bar{v}_{1}^{2}\right) D_{\bar{u}}=(\boldsymbol{s} \cdot \boldsymbol{E}) s_{\bar{u}} \tag{44.3}
\end{gather*}
$$

and

$$
\begin{equation*}
\leqq \frac{s_{\bar{z}}^{\frac{2}{1}}}{\bar{a}_{1}-\overline{v_{t}^{2}}}=0 . \tag{44.4}
\end{equation*}
$$

Formally, therefore, Eq. (44.4) gives the two principal refractive indices, both real and imaginary parts, as well as the principal vibration directions.
45. Simplification of the general solution. The understanding of the phenomena is facilitated by taking one of the axes, say $z$, along the direction of propagation, and the other two $x$ and $y$ in the perpendicular plane. Then $D_{z}=0$ and using a procedure exactly similar to that for a non-absorbing crystal (Sect. 31) and comparing the $x$ and $y$ components of (43.5) with (38.7), we obtain

$$
\left.\begin{array}{l}
\bar{v}^{2} D_{x}=\bar{a}_{11} D_{x}+\bar{a}_{12} D_{y}  \tag{45.1}\\
\bar{v}^{2} D_{y}=\bar{a}_{12} D_{x}+\bar{a}_{22} D_{y}
\end{array}\right\}
$$

where $D_{x}$ and $D_{y}$ are the complex components of the vibration along $x$ and $y$. Unlike the case in a non-absorbing crystal it would not in general be possible to choose the coordinate axes $O X$ and $O Y$ such that $\bar{a}_{12}$ vanishes, since the principal radii of the elliptic sections of the index and absorption ellipsoids need not coincide.

From (45.1), we have,

$$
\left.\begin{array}{rl}
\left(\bar{v}^{2}-\bar{a}_{11}\right) & =\bar{a}_{12}\left(D_{y} / D_{x}\right),  \tag{45.2}\\
\left(\bar{v}^{2}-\bar{a}_{22}\right) & =\bar{a}_{12}\left(D_{x} / D_{y}\right)
\end{array}\right\}
$$

where $D_{x}$ and $D_{y}$ are the complex displacements parallel to $x$ and $y$ directions. If we put $D_{x} / D_{y}=r$ then $r$ defines the state of polarisation of the wave. Eliminating $\bar{v}^{2}$ in (45.2)

$$
\begin{equation*}
\bar{a}_{12}\left(r-\frac{1}{r}\right)=\left(\bar{a}_{22}-\bar{a}_{11}\right) \tag{45.3}
\end{equation*}
$$

or

$$
\begin{equation*}
r^{2}+\frac{\left(\bar{a}_{12}-\bar{a}_{22}\right)}{\bar{a}_{12}} r-1=0 . \tag{45.4}
\end{equation*}
$$

[^55]Eliminating $r$ between the two equations, we have for the two velocities,

$$
\begin{equation*}
\left(\bar{v}^{2}-\bar{a}_{11}\right)\left(\bar{v}^{2}-\bar{a}_{22}\right)=\vec{a}_{12}^{2} . \tag{45.5}
\end{equation*}
$$

It follows from (45.4) that if $r^{\prime}$ and $r^{\prime \prime}$ are the two complex solutions, then

$$
\begin{equation*}
r^{\prime} r^{\prime \prime}=-1 \tag{45.6}
\end{equation*}
$$

As may be easily shown from this relation, the two vibrations propagated unchanged along any direction have their major and minor axes crossed but are of the same sense. They do not correspond to orthogonal states of polarisation unlike the case of an optically active non-absorbing crystal. The values of $r$ for the two waves and the corresponding refractive indices are given by

$$
\left.\begin{array}{rl}
r^{\prime} & =\frac{1}{2} \frac{\left(\bar{a}_{22}-\bar{a}_{11}\right)}{\bar{a}_{12}}-\sqrt{\left[\frac{1}{2} \frac{\left(\bar{a}_{22}-\bar{a}_{11}\right)}{\bar{a}_{12}}\right]^{2}+1}, \\
r^{\prime \prime} & =\frac{1}{2} \frac{\left(\bar{a}_{22}-\bar{a}_{11}\right)}{\bar{a}_{12}}+\sqrt{\left[\frac{1}{2} \frac{\bar{a}_{22}-\bar{a}_{11}}{\bar{a}_{12}}\right]^{2}+1} ;
\end{array}\right\}
$$

Writing the complex refractive index in the form $\bar{n}=n(1-i \tau)$ we have $\bar{v}^{2}=v^{2}(1+2 i \tau)$ neglecting $\tau^{2}$ and higher powers. Here, $n$ is the refractive index and $\tau$ is known as the absorption index. Eq. (45.5) can then be split up into two equations between the real and imaginary parts

$$
\left.\begin{array}{l}
\left(a_{11}-v^{2}\right)\left(a_{22}-v^{2}\right)-a_{12}^{2}=\left(b_{11}-2 v^{2} \tau\right)\left(b_{22}-2 v^{2} \tau\right)-b_{12}^{2}  \tag{45.9}\\
\left(a_{11}-v^{2}\right)\left(b_{22}-2 v^{2} \tau\right)+\left(a_{22}-v^{2}\right)\left(b_{11}-2 v^{2} \tau\right)=2 a_{12} b_{12}
\end{array}\right\}
$$

We shall now consider a few special cases.
46. Special cases. $\alpha$ ) Uniaxial crystals. For this case both the index and absorption ellipsoids must be ellipsoids of revolution about the common optic axis. Thus, for the arbitrary direction of propagation $O z$, the principal axis of the elliptic sections of the index and absorption ellipsoids coincide, lying along and perpendicular to the principal plane containing the direction of propagation and the optic axis. Thus in the treatment of the previous section, it would have been possible to choose axes $O x^{\prime}, O y^{\prime}$, such that $a_{12}=0$. As for non-absorbing crystals, Eq. (45.1) gives two solutions linearly polarised along the principal planes. For

$$
\begin{equation*}
D_{y}^{\prime}=0, \quad \bar{v}^{2}=\bar{a}_{11}^{\prime} \quad \text { or } \quad v^{2}=a_{11}^{\prime} ; \quad 2 \tau v^{2}=b_{11}^{\prime} \tag{46.1}
\end{equation*}
$$

while for

$$
\begin{equation*}
D_{x}^{\prime}=0, \quad \bar{v}^{2}=\bar{a}_{22}^{\prime} \quad \text { or } \quad v^{2}=a_{22}^{\prime} ; \quad 2 \tau v^{2}=b_{22}^{\prime} \tag{46.2}
\end{equation*}
$$

This corresponds to the description already given at the end of Sect. 43, the behaviour being similar to that for a non-absorbing crystal, except that the extinction coefficient for each vibration is determined by the absorption ellipsoid from (43.10). The above behaviour becomes true also for certain special directions of propagation in biaxial crystals where the principal planes of linear birefringence and linear dichroism coincide, e.g., along the symmetry planes in orthorhombic crystals.
$\beta$ ) Biaxial crystals-directions appreciably inclined to optic axial directions. For directions that are not too close to the optic axes ( $a_{11}-a_{22}$ ) will be large
compared to the absorption parameters, namely $b_{11}, b_{22}, b_{12}, 2 v^{2} \tau$. Then, it follows from (45.9) that

$$
\begin{equation*}
1 / n^{\prime 2}=v^{\prime 2}=a_{11}, \quad 1 / n^{\prime \prime 2}=v^{\prime 2}=a_{22} \tag{46.3}
\end{equation*}
$$

and

$$
2 a_{11} \tau^{\prime}=b_{11}, \quad 2 a_{22} \tau^{\prime \prime}=b_{22}
$$

giving

$$
\begin{equation*}
\tau^{\prime}=b_{11} / 2 a_{11} ; \quad \tau^{\prime \prime}=b_{22} / 2 a_{22} \tag{46.4}
\end{equation*}
$$

Also, the corresponding states of polarisation are given by $r^{\prime}=0, r^{\prime \prime}=\infty$ i.e. linear vibrations parallel to $x$ and $y$ axes respectively. The behaviour again obviously corresponds to the situation mentioned at the end of Sect. 43, i.e. the behaviour is similar to that of a non-absorbing crystal, except for the difference in the absorption index between the two propagated waves.
$\gamma)$ Propagation along optic axes. As with non-absorbing crystals, we shall call the directions normal to the circular sections of the index ellipsoid as the optic axes.

In this case, $a_{11}=a_{22}=a_{1}$ (say) and $a_{12}$ identically vanishes for any pair of orthogonal directions at right angles to the direction of propagation. We choose that pair for which $b_{12}$ also vanishes, i.e. parallel to the major and minor axes of the corresponding central section of the absorption ellipsoid. Then it follows that

$$
\begin{equation*}
1 / n^{\prime 2}=1 / n^{\prime \prime 2}=a_{1} \tag{46.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau^{\prime}=b_{11} / 2 a_{1}, \quad \tau^{\prime \prime}=b_{22} / 2 a_{1} \tag{46.6}
\end{equation*}
$$

To find the polarisation states, we may use Eq. (45.3) in which the right hand side is zero, giving the two roots, $r^{\prime}=0, r^{\prime \prime}=\infty$. Here again, two orthogonal linearly polarised waves are transmitted, as in case ( $\alpha$ ), and they may be regarded as having the same velocity. The two velocities cannot be exactly equal as with non-absorbing crystals, for then every direction of vibration must be possible for this direction of propagation, all of them being propagated with the same velocity. The indices $n^{\prime}$ and $n^{\prime \prime}$ differ to the second order of magnitude of the absorption parameters.

Although two linearly polarised waves are transmitted along directions far away from the optic axes and also exactly along the optic axes, the two waves are in general elliptically polarised in the vicinity of the optic axes. The two waves are not orthogonally polarised and are propagated with different velocities. If the principal constants $a_{i j}$ and $b_{i j}$ are known, then these can be calculated from Eqs. (45.7) and (45.8) but it is easier to do so by applying a method of superposition as we shall show later.

ס) Singular axes. However, there exist directions of single wave velocity in an absorbing crystal, but these do not coincide with the optic axes. From (45.7) and (45.8) it follows that

$$
\begin{equation*}
n^{\prime}=n^{\prime \prime} \quad \text { if } \quad\left[\frac{1}{2}\left(\bar{a}_{11}-\bar{a}_{22}\right)\right]^{2}+\bar{a}_{12}^{2}=0 \tag{46.7}
\end{equation*}
$$

and correspondingly $r^{\prime}$ and $r^{\prime \prime}$ are also equal, both being equal to either to $+i$ or $-i$. Along directions which satisfy Eq. (46.7) therefore the two waves are propagated with the same velocity and are both of the same state of polarisation. Thus there is really only one wave solution obtained, this wave being either right or left circularly polarised. There are four such directions, called singular axes and they should obviously occur near the optic axes. The exact location of thesè
and the polarisation of the wave propagated along any one are discussed later (Sect. 49).

ع) Idiophanic rings. Unlike transparent crystals, the two waves which are propagated unchanged in form are not of orthogonal states of polarisation in an absorbing crystal. This leads to the interesting result that it is possible to see interference figures (idiophanic rings) namely rings and brushes by using only either a polariser or an analyser (see Sects. 66, 69, 70).
47. Application of the Poincare sphere. Just as the superposition method gives results which are practically equivalent to those yielded by the rigorous theory.


Fig. 43. (a) Section of the index and absorption ellipsoids in an absorbing crystal. $X_{r}, Y_{r}$ are the principal axes of reiraction and $X_{k}, Y_{k}$ are the principal axes of absorption. (b) Poincare sphere construction for determining the states of polarisation propagated without change (stereographic projection). These are $P^{\prime}$ and $P^{\prime \prime}$ for which the infinitesimal operations of hinear birefringence and linear dichroism produce movements $d s_{r}$ and $d s_{k}$ which are equal and opposite.
in the case of optically active crystals, this method could be usefully applied to absorbing crystals also ${ }^{1}$. The two properties, which appear superposed in the case of absorbing crystals are linear birefringence and linear dichroism. The elementary operations on the Poincaré sphere corresponding to these two properties have been discussed in Sects. 3, 6 and 7. We shall now consider the superposition of the two.

In Fig. 43a let $X_{r}, Y_{r}$ be the principal directions of refraction, representing the major and minor axes of the section of the index ellipsoid, $X_{r}$ corresponding to the slower wave. Let $X_{k}, Y_{k}$ be the principal directions of absorption representing the major and minor axes of the section of the absorption ellipsoid, $X_{k}$ corresponding to the smaller absorption. Then the effect of birefringence is to rotate the representative point $P$ (of the state of polarisation) about the axis $X_{r} Y_{r}$ (Fig. 43 b ) and that of dichroism is to move it towards $X_{k}$ along the great circle $X_{k} P Y_{k}$. If $d s_{r}$ and $d s_{k}$ are the movements of $P$ as a result of these operations then the two must be equal and opposite for there to be no change in the state $P$. In general we shall find that there are two such states $P^{\prime}$ and $P^{\prime \prime}$ as shown in Fig. 43 b. Referring to this figure and using Eq. (6.6) the following relations are obvious

$$
\begin{equation*}
\left|d s_{r}\right|=\delta \sin 2 \varphi ; \quad\left|d s_{k}\right|=k \sin 2 \psi \tag{47.1}
\end{equation*}
$$

[^56]where $2 \varphi$ and $2 \psi$ are the angular distances of the representative point $P$ from $X_{r}$ and $X_{k}$ respectively and
\[

$$
\begin{equation*}
\delta=\left(\delta_{1}-\delta_{2}\right) ; \quad k=\left(k_{2}-k_{1}\right) \tag{47.2}
\end{equation*}
$$

\]

where $\delta_{1}$ and $\delta_{2}$ are the phase retardations introduced in the absence of dichroism and $k_{1}$ and $k_{2}$ the absorption coefficients in the absence of linear birefringence ${ }^{1}$.

If the major and the minor semi-axes of the sections of the index and absorption elipsoids have the lengths, $1 / \sqrt{a_{1}}, 1 / \sqrt{a_{2}}$ and $1 / \sqrt{b_{1}}, 1 / \sqrt{b_{2}}$ then

$$
\begin{equation*}
\delta_{1}=\frac{2 \pi}{\lambda} \frac{1}{\sqrt{a_{1}}}, \quad \delta_{2}=\frac{2 \pi}{\lambda} \frac{1}{\sqrt{a_{2}}} \tag{47.3}
\end{equation*}
$$

and the absorption coefficients in the absence of birefringence are defined by relations analogous to (43.10)

$$
\begin{equation*}
2 k_{1} v_{m}^{3}=\frac{2 \pi}{\lambda} b_{1}, \quad 2 k_{2} v_{m}^{3}=\frac{2 \pi}{\lambda} b_{2} \tag{47.4}
\end{equation*}
$$

where $v_{m}$ is the mean velocity.
In order that the simultaneous superposition of linear dichroism and birefringence should cause no change in the state $P$, the movements $d s_{r}$ and $d s_{k}$ must be equal in magnitude i.e.

$$
\begin{equation*}
\delta \sin 2 \varphi=k \sin 2 \psi \tag{47.5}
\end{equation*}
$$

Secondly they should be opposite in direction. Since arc $d s_{k}$ is along $P X_{k}$ and $d s_{\gamma}$ is perpendicular to $P X_{r}$ it is necessary that

$$
\widehat{X_{r} P X_{k}}=\pi / 2
$$

or

$$
\begin{equation*}
\cos 2 \chi=\cos 2 \varphi \cos 2 \psi \tag{47.6}
\end{equation*}
$$

together with the condition that $P$ will represent a right or left elliptic vibration according as $2 \varphi$ is positive $\left(0\right.$ to $\left.\frac{\pi}{2}\right)$ or negative $\left(0\right.$ to $\left.-\frac{\pi}{2}\right)$. Both these equations are satisfied when $2 \varphi$ and $2 \psi$ are changed to $(\pi-2 \varphi)$ and $(\pi-2 \psi)$, thus giving two states $P^{\prime}\left(2 \varphi^{\prime}, 2 \psi^{\prime}\right)$ and $P^{\prime \prime}\left(2 \varphi^{\prime \prime}, 2 \psi^{\prime \prime}\right)$ indicated in Fig. 43 a which are propagated without change of form. Clearly the states $P^{\prime}$ and $P^{\prime \prime}$ have the same latitudes their longitudes differing by $\pi$. Hence we arrive at the result also obtained by the electromagnetic theory that the states of polarisation propagated unchanged along any general direction are two similarly rotating elliptic vibrations which have their major axes crossed and which have equal ellipticities (Fig. 43 b).

The states $P^{\prime}$ and $P^{\prime \prime}$ are fixed by the angular distance $2 \varphi$ and $2 \psi$ which satisfy the simultaneous Eqs. (47.5) and (47.6). The explicit values of these are obtained by eliminating successively $2 \varphi$ and $2 \psi$ between these equations and are given by

$$
\left.\begin{array}{l}
k^{2} \cos ^{2} 2 \psi=\frac{1}{2}\left\{\left(k^{2}-\delta^{2}\right)+\sqrt{\left(k^{2}-\delta^{2}\right)+4 \delta^{2}{k^{2} \cos ^{2} 2}^{2}}\right\}  \tag{47.7}\\
\delta^{2} \cos ^{2} 2 \varphi=\frac{1}{2}\left\{\left(\delta^{2}-k^{2}\right)+\sqrt{\left(\delta^{2}-k^{2}\right)+4 \delta^{2} k^{2} \cos ^{2} 2 \chi}\right\}
\end{array}\right\}
$$

The actual latitudes and longitudes of the states can be determined from spherical trigonometry. Referring to Fig. 43a let the inclination of the major axis $O X^{\prime}$ of one of the ellipses be $\chi_{2}$ (anticlockwise) with respect to $O X_{r}$ and $\chi_{1}$ (clockwise)

[^57]with respect to $O X_{k}$. The directions $O X^{\prime}$ may be determined by the relation
\[

$$
\begin{equation*}
\frac{\sin 4 \chi_{1}}{\sin 4 \chi_{2}}=\frac{\delta^{2}}{k^{2}} \tag{47.8}
\end{equation*}
$$

\]

and the ratio of the minor to the major axes $\tan \varepsilon$ may be obtained from

$$
\begin{equation*}
\sin ^{2} 2 \varepsilon=\tan 2 \chi_{1} \tan 2 \chi_{2} \tag{47.9}
\end{equation*}
$$

48. The refractive indices and absorption coefficients of the waves. As in the case of transparent crystals it is convenient to specify the refractive indices and absorption coefficients as functions of the state of polarisation $(2 \varphi, 2 \psi)$ of the waves.

The alteration in the state of polarisation of a vibration initially in the state $X_{k}$ to an adjacent state $Q$ (Fig.44) on travelling through the distance $d z$ may be evaluated by the method of superposition as being entirely due to the operation of birefringence: The infinitesimal arc $X_{k} Q$ will be equal to $\delta d z \sin 2 \chi$ and will be perpendicular to the equator. More properly this alteration in the state of the vibration is connected with the phase retardation $\left(\delta^{\prime}-\delta^{\prime \prime}\right) d z$ between the two waves in the states $P^{\prime}$ and $P^{\prime \prime}$ into which the original vibration will be decomposed. Applying the results of Sect. 4, Eq. (4.9), the relative phase retardation must be equal to the area of the infinitesimal quadrilateral $P_{a}^{\prime} X_{k} P_{a}^{\prime \prime} Q$ where $P_{a}^{\prime}$ and $P_{a}^{\prime \prime}$ are points antipodal to $P^{\prime}$ and $P^{\prime \prime}$. The area of this quadrilateral (being equal to the area of the lune whose angle is contained within the arcs $P^{\prime} X_{k}$ and $P^{\prime} Q$ ) may be easily shown to be $\delta d z \cos 2 \varphi^{\prime}$. Hence we have

$$
\begin{equation*}
\delta^{\prime}-\delta^{\prime \prime}=\delta \cos 2 \varphi^{\prime} \tag{48.1}
\end{equation*}
$$



Fig. 44. Construction for determining the phase difference and difference in absorption coefficients of the two waves propagated along any direction.

Alternatively the difference in the refractive indices of the waves is given by

$$
\begin{equation*}
\left(n^{\prime}-n^{\prime \prime}\right)=\left(n_{1}-n_{2}\right) \cos 2 \varphi^{\prime} \tag{48.2}
\end{equation*}
$$

where $n_{1}$ and $n_{2}$ are the refractive indices in the absence of absorption. The state $P^{\prime}$ for which the value of $2 \varphi$ (viz. $2 \varphi^{\prime}$ ) is less than $\pi / 2$ is the slower state.

The absorption coefficients $k^{\prime}$ and $k^{\prime \prime}$ of the waves in the states $P^{\prime}$ and $P^{\prime \prime}$ may be easily evaluated from the following considerations. The diminution of intensity $2 k d z$ which a vibration of unit intensity in state $P^{\prime}$ suffers on travelling a distance $d z$ arises entirely from the operation of absorption. The $X_{k}$ and $Y_{k}$ components of the vibration $P^{\prime}$ have intensities $\cos ^{2} \psi^{\prime}$, and $\sin ^{2} \psi^{\prime}$ respectively; hence the operation of absorption diminishes the intensities of these components by $2 k_{1} d z \cos ^{2} \psi^{\prime}$ and $2 k_{2} d z \sin ^{2} \psi^{\prime}$ respectively. Hence we obtain on addition

$$
\left.\begin{array}{rl}
k^{\prime} & =\frac{1}{2}\left(k_{1}+k_{2}\right)-\frac{1}{2} k \cos 2 \psi^{\prime},  \tag{48.3}\\
k^{\prime \prime} & =\frac{1}{2}\left(k_{1}+k_{2}\right)+\frac{1}{2} k \cos 2 \psi^{\prime} .
\end{array}\right\}
$$

These may also be written in the form

$$
k^{\prime}, k^{\prime \prime}=\frac{1}{2}\left(k_{1}+k_{\mathrm{a}}\right)-\frac{1}{2} k \cos 2 \psi^{\prime}, 2 \psi^{\prime \prime} .
$$

We have from (48.3)

$$
\begin{equation*}
k^{\prime \prime}-k^{\prime}=k \cos 2 \psi^{\prime} \tag{48.4}
\end{equation*}
$$

The last formula is similar to the expression (48.2) for the difference in the refractive indices. In fact it can be shown, from the symmetry of the operation, that the actual retardations per unit distance $\delta^{\prime}$ and $\delta^{\prime \prime}$ of the wave will be given by expressions similar to (48.3) i.e.

$$
\left.\begin{array}{r}
\delta^{\prime}=\frac{1}{2}\left(\delta_{1}+\delta_{2}\right)+\frac{1}{2} \delta \cos 2 \varphi^{\prime}  \tag{48.5}\\
\delta^{\prime \prime}=\frac{1}{2}\left(\delta_{1}+\delta_{2}\right)-\frac{1}{2} \delta \cos 2 \varphi^{\prime},
\end{array}\right\}
$$

which may be written in the form

$$
\delta^{\prime}, \delta^{\prime \prime}=\frac{1}{2}\left(\delta_{1}+\delta_{2}\right)+\frac{1}{2} \delta \cos 2 \varphi^{\prime}, 2 \varphi^{\prime \prime}
$$

where the value of $\varphi$ appropriate to the wave in question is to be used.
It can be shown that the states of polarisation of the waves as deduced by the superposition method are identical with those deduced from the electromagnetic theory if we define the mean velocity $v_{m}$ for the particular direction of propagation as

$$
\begin{equation*}
v_{m_{2}^{3}}^{3}=\frac{1}{2}\left(v_{1}+v_{2}\right) v_{1} v_{2} \tag{48.6}
\end{equation*}
$$

It may be noted that this is of the same form as the one used for optically active crystals, cf. (39.6).

The expression for the refractive indices and extinction coefficients of the waves as obtained by the electromagnetic theory may also be expressed as functions of the states of polarisation $(2 \varphi, 2 \psi)$ of the waves ${ }^{1}$. They then take the form

$$
\left.\begin{array}{rl}
v^{2} & =\frac{1}{2}\left(a_{1}+a_{2}\right)+\frac{1}{2}\left(a_{1}-a_{2}\right) \cos 2 \varphi,  \tag{48.7}\\
2 \varkappa v^{3} & =\frac{1}{2}\left(b_{1}+b_{2}\right)+\frac{1}{2}\left(b_{1}-b_{2}\right) \cos 2 \psi .
\end{array}\right\}
$$

The difference between these expressions and those deduced by superposition method (48.3) and (48.5) is usually not of much practical significance especially for directions near the optic axis.
B) Approximate formulae. The Poincaré sphere method gives a direct geometric interpretation of the results discussed in Sect. 46. If the birefringence is zero, as along an optic axis, then the polarisation states that are propagated unchanged will be $X_{k}$ and $Y_{k}$ i.e. the principal directions of absorption are at right angles to the optic axis. If the birefringence is large, i.e. $\delta \gg k$, then obviously the states of polarisation which are propagated unchanged will be close to $X_{r}$ and $Y_{r}$, i.e. they will be the same as if the crystal had no absorption. This will also be the case if the principal planes of birefringence and dichroism coincide as for a uniaxial crystal. These are identical with the results already deduced in Sect. 46.

For directions not too close to an optic axis we may usually neglect the squares and higher powers of $k / \delta$. Hence from (47.5) the square of $\sin 2 \varphi$ may be neglected which means that in Fig. 43 the $\operatorname{arc} X_{r} P^{\prime}$ is an infinitesimal arc, perpendicular to the equator. Hence we may set

$$
\sin 2 \varphi=|2 \omega|, \quad \sin 2 \psi=\sin |2 \chi|
$$

which gives the common ellipticity of the two waves to be

$$
\begin{equation*}
\omega=-\frac{k}{2 \delta}-\sin 2 \chi \tag{48.8}
\end{equation*}
$$

${ }^{1}$ See Sect. 45.

To this approximation the major and minor axes of the elliptic vibration lie along the principal planes of birefringence and from (48.7) the velocities and absorption coefficients may be determined from the index and absorption ellipsoids as though the waves were linearly polarised.
49. The singular axes. $\alpha$ ) General considerations. The singular axes also follow very simply from the Poincaré sphere. Since the two states of polarisation are crossed ellipses of the same sense they would become one and the same only when both represent circular vibrations of the same sense i.e. $L$ or $R$. For example if $R$ is to be propagated unchanged i.e. if state $P^{\prime}$ of Fig. 43 is to coincide with $R$ the condition that the movement $d s_{r}$ and $d s_{k}$ should be oppositely directed will be statisfied only if the arc $X_{r} X_{k}$ is a right angle $\left(2 \chi=+\frac{\pi}{2}\right)$ since the angle at $P^{\prime}$ must continue to be a right angle. In this case $2 \varphi$ and $2 \psi$ are also right angles and the condition that the movements $\left|d s_{r}\right|=\left|d s_{k}\right|$ gives from (47.1) that

$$
\begin{equation*}
\delta=k \tag{49.1}
\end{equation*}
$$

Similarly for $2 \chi=-\frac{\pi}{2}$, and $\delta=k$ (see Fig. 45) the left circularly polarised state $L$ alone is propagated unchanged. The same results could also be proved from Eq. (45.8).

Thus singular axes occur along directions at which the principal planes of absorption and refraction make angles of $45^{\circ}$ with each other, the linear birefringence and linear dichroism being equal in magnitude. It will be shown in Sects. 67 and 68 that very close to each one of the optic axes,


Fig. 45. Propagation of light along a singular axis. Only the state $L$ is propagated unchanged. If the orthogonal state $R$ is incident, it is progressively converted to $L$ via the great circular arc $R X_{k} L$. there exist two singular axes, one on either side of it, propagating respectively right and left circularly polarised waves. It may be noted that a singular axis cannot be designated uniquely as "right circular" or "left circular" unless the direction of propagation is also specified. For example along the same singular axis right circular light is propagated unchanged when traversing it in one direction, left circular light would be propagated unchanged for an opposide direction of travel. This is because the sign of $\chi$ changes when Fig. 43 a is viewed from the opposite side.
B) Propagation of circularly polarised light along the singular axes. Along any particular singular axis, only circularly polarised light of one sense is propagated without change of state. Let this be the left circular state $L$ (Fig. 45). The question arises as to what would happen if light in the right circular state $R$ is incident exactly in this direction. VoIGr ${ }^{1}$ suggested, without proof, that it would be totally reflected. However, we obtain an entirely different answer by applying the method of superposition ${ }^{2}$. From Fig. 45 it is seen that for this direction of propagation the movement of the representative point $P_{k}$ is along the great circle $R X_{k} L Y_{k}$. Initially, the effects of birefringence and dichroism are additive until the point $X_{k}$ is reached; thereafter they are opposite, but the birefringence effect is larger and so the point moves on towards $L$ asymptotically.

[^58]Let $P$ be the state of polarisation at depth $z$ inside the crystal, and let $\operatorname{arc} \widehat{R P}=s$. Then, the state $s+d s$ at depth $z+d z$ is from (47.1) given by

$$
\begin{equation*}
d s=(\delta+k \cos s) d z \tag{49.2}
\end{equation*}
$$

Putting in $\delta=k$ and integrating, we have

$$
\begin{equation*}
\tan s / 2=k z \tag{49.3}
\end{equation*}
$$

Thus, the change from $R$ to $X_{k}$ i.e. to linear vibration at $45^{\circ}$ to the principal planes of refraction, occurs in a smaller distance than would be the case if absorption were absent, while the change from $X_{k}$ to $L$ requires an infinite distance. The intensity $I_{k}$ at a depth $d z$ may be similarly calculated. The change $d I_{z}$ due to the passage through a distance $d z$ is

$$
\begin{equation*}
d I_{z}=-2 k_{z} I_{z} d z \tag{49.4}
\end{equation*}
$$

where $k_{z}$ is a function of the state of polarisation. In terms of $k_{1}$ and $k_{2}$ it is given by an expression of the form (48.3)

$$
\left.\begin{array}{rl}
k_{z} & =\frac{1}{2}\left(k_{1}+k_{2}\right)-\frac{1}{2} k \cos 2 \psi  \tag{49.5}\\
& =\frac{1}{2}\left(k_{1}+k_{2}\right)-\frac{1}{2} k \sin s \\
& =\frac{1}{2}\left(k_{1}+k_{2}\right)-\frac{k^{2} z}{1-k^{2} z^{2}} .
\end{array}\right\}
$$

Thus, $k_{s}<\frac{1}{2}\left(k_{1}+k_{2}\right)$ which is the coefficient of absorption for $L$, the state of polarisation propagated unchanged. We thus get the surprising result that if the incident light is of state $R$, then the transmitted intensity is more than if it were of state $L$, although it is $L$ that is propagated unchanged.

Substituting (49.5) in (49.4) we have

$$
\begin{equation*}
-\frac{d I_{z}}{I_{z}}=\left(k_{1}+k_{2}\right) d z-\frac{2 k^{2} z}{1+k^{2} z^{2}} d z \tag{49.6}
\end{equation*}
$$

If $I_{0}$ and $I_{R}$ are the incident intensity and the intensity transmitted after a thickness $z$, then

$$
\begin{equation*}
\log \left(I_{0} / I_{R}\right)=\left(k_{1}+k_{2}\right) z-\log \left(1+k^{2} z^{2}\right) \tag{49.7}
\end{equation*}
$$

For left-circular vibration, we have

$$
\begin{equation*}
\log \left(I_{0} / I_{L}\right)=\left\langle k_{1}+k_{2}\right) z \tag{49.8}
\end{equation*}
$$

so that the ratio of the two is simply

$$
\begin{equation*}
I_{R} / I_{L}=1+k^{2} z^{2}, \tag{49.9}
\end{equation*}
$$

which is always greater than unity.
This interesting result has been verified experimentally ${ }^{1}$ (Sect. 68).
The result is not really in contradiction with those of the electromagnetic theory. It is true that according to the electromagnetic theory only one homogeneously polarised plane wave solution (not two) is obtained for a singular direction. A theoretical approach more general than the one we have adopted in Sect. 26 becomes necessary to establish that other solutions also exist, representing however plane disturbances propagated with a progressive change of polarisation (see Sect. 56).

[^59]
## V. Absorbing optically active crystals ${ }^{1}$.

50. Formal solution of the wave equation. When both absorption and optical activity are present, then again the relation between $\boldsymbol{E}$ and $\boldsymbol{D}$ takes a form similar to that for an optically active crystal without absorption, viz.

$$
\begin{array}{ll}
\boldsymbol{D}=[\bar{\varepsilon}] \boldsymbol{E}+i \overline{\boldsymbol{G}} \times \boldsymbol{E}, & \overline{\boldsymbol{G}}=[\bar{g}] \boldsymbol{s}, \\
\boldsymbol{E}=[\bar{a}] \boldsymbol{D}-i \overline{\boldsymbol{\Gamma}} \times \boldsymbol{D}, & \overline{\boldsymbol{\Gamma}}=[\bar{\gamma}] \boldsymbol{s} . \tag{50.2}
\end{array}
$$

However the tensors $[\bar{\varepsilon}]$ and $[\bar{g}]$ and correspondingly the tensors $[\bar{a}]$ and $[\bar{\gamma}]$ are all complex. Thus $\overline{\boldsymbol{G}}$ and $\overline{\boldsymbol{T}}$ are complex vectors. We shall use the form (50.2) for further discussion. It is convenient to express the above relations in terms of tensors having real components; these tensors will therefore separately determine the various optical characteristics of the medium. Thus in (50.2) we may substitute

$$
\begin{equation*}
[\bar{a}]=[a]+i[b] \quad \text { and } \quad[\bar{\gamma}]=[\gamma]+i[\beta] . \tag{50.3}
\end{equation*}
$$

We may further substitute

$$
\begin{equation*}
\overline{\boldsymbol{\Gamma}}=\boldsymbol{\Gamma}+i \delta \tag{50.4}
\end{equation*}
$$

with

$$
\begin{equation*}
\boldsymbol{\Gamma}=[\gamma] \boldsymbol{s} \text { and } \boldsymbol{\beta}=[\beta] \boldsymbol{s} \tag{50.5}
\end{equation*}
$$

where $[a]$ and $[b]$ are the usual index and absorption tensors which occur for example in optically inactive absorbing crystals and which define the index and the absorption ellipsoids. As in the case of transparent optically active crystals. $\boldsymbol{\Gamma}$ is the optical activity vector which for any direction of propagation is determined by the optical activity tensor [ $\gamma$ ]. The new vector $\mathcal{A}$ may be called the vector of circular dichroism being determined for any direction of propagation by the "tensor of circular dichroism" [ $\beta$ ]-the reason for this nomenclature will be justified as we proceed.

Taking the direction of the $z$ axis along the wave normal we may proceed as in the case of transparent optically active crystals (Sect. 38). Comparing (38.6) and (38.7) and remembering that in the present case the constants are complex we immediately obtain

$$
\left.\begin{array}{l}
\left(v^{2}-\bar{a}_{11}\right)=\left(\bar{a}_{12}+i \bar{\Gamma}_{3}\right) D_{y} / D_{x},  \tag{50.6}\\
\left(v^{2}-\bar{a}_{22}\right)=\left(\bar{a}_{12}-i \bar{\Gamma}_{3}\right) D_{x} / D_{y} .
\end{array}\right\}
$$

If we put $\gamma=D_{y} / D_{x}$, then $r$ gives the state of polarisation of the wave. Eliminating $r$ between the two equations we have

$$
\begin{equation*}
\left(\bar{v}^{2}-\bar{a}_{11}\right)\left(\bar{v}^{2}-\bar{a}_{22}\right)=\left(\bar{a}_{12}^{2}+\bar{\Gamma}_{3}^{2}\right) . \tag{50.7}
\end{equation*}
$$

The solutions of this equation give the complex velocities $\bar{v}^{\prime}$ and $\bar{v}^{\prime \prime}$ of the two waves that are propagated along any chosen direction. The two states of polarisation $r^{\prime}$ and $r^{\prime \prime}$ are the roots of the equation

$$
\begin{equation*}
\left(\bar{a}_{12}^{2}+i \bar{\Gamma}_{3}\right) r^{2}+\left(\bar{a}_{11}-\bar{a}_{22}\right) r-\left(\bar{a}_{12}-i \bar{\Gamma}_{3}\right)=0 . \tag{50.8}
\end{equation*}
$$

Explicitly written the roots of (50.7) and (50.8) are

$$
\begin{equation*}
\bar{v}^{\prime 2}, \bar{v}^{\prime \prime 2}=\frac{1}{2}\left(\bar{a}_{11}+\vec{a}_{22}\right) \pm \sqrt{\left\{\frac{1}{2}\left(\bar{a}_{11}-\bar{a}_{22}\right)\right\}^{2}+\left(\bar{a}_{12}^{2}+\bar{I}_{3}^{2}\right)} \tag{50.9}
\end{equation*}
$$

[^60]and
\[

$$
\begin{equation*}
r^{\prime}, r^{\prime \prime}=\frac{-\frac{1}{2}\left(\bar{a}_{11}-\bar{a}_{22}\right) \pm \sqrt{\left\{\frac{1}{(2}\left(\bar{a}_{11}-\bar{a}_{22}\right)\right\}^{2}+\left(\bar{a}_{12}^{2}+\bar{\Gamma}_{3}^{2}\right)}}{\left(\bar{a}_{12}+i \bar{\Gamma}_{3}\right)} \tag{50.10}
\end{equation*}
$$

\]

The task of discussing in greater detail the velocity and absorption coefficients and the state of polarisation of the waves is complicated by the fact that all the coefficients occurring in (50.9) and (50.10) are really complex quantities, namely

$$
\begin{equation*}
\bar{a}_{i j}=a_{i j}+i b_{i j}, \quad \bar{\Gamma}_{3}=\Gamma_{3}+i \mathcal{B}_{3} . \tag{50.11}
\end{equation*}
$$

In terms of a general coordinate system
or

$$
\left.\begin{array}{rl}
\overline{\Gamma_{3}} & =\bar{\Gamma} \cdot s=\bar{\gamma}, \text { say }  \tag{50.12}\\
\Gamma_{\mathbf{3}} & =\Gamma \cdot s=\gamma, \text { say }, \\
\mathcal{B}_{3} & =\mathcal{B} \cdot \boldsymbol{s}=\beta, \text { say }
\end{array}\right\}
$$

and here $\gamma$ is the scalar parameter of optical rotation already met with, and $\beta$ may be called the scalar parameter of circular dichroism for reasons discussed in the next section 51 and $\bar{\gamma}$ is the complex parameter of optical activity.
51. Circular dichroism and its directional variation. By assuming the complete absence of linear birefringence and linear dichroism we can understand the characteristic effect introduced by the parameter $\mathcal{B}_{3}$. Hence, setting

$$
a_{11}=a_{22}=a, \quad a_{12}=0, \quad b_{11}=b_{22}=b, \quad b_{12}=0
$$

i.e.

$$
\begin{equation*}
\bar{a}_{11}=\bar{a}_{22}=\bar{a} ; \quad \bar{a}_{12}=0 \tag{51.1}
\end{equation*}
$$

in Eq. (50.7) and (50.8) we get

$$
\begin{equation*}
D_{y} / D_{x}= \pm i, \quad v^{2}=\bar{a} \pm \bar{\Gamma}_{3} . \tag{51.2}
\end{equation*}
$$

This means that the waves are right and left circularly polarised and if $\bar{v}_{r}$ and $\bar{v}_{I}$ are the complex velocities of the circular waves then

$$
\begin{equation*}
\bar{v}_{l}^{2}-\bar{v}_{\pi}^{2}=2 \overline{l_{3}^{\bar{T}}} \tag{51.3}
\end{equation*}
$$

The complex velocity $\bar{v}$ is related to the actual velocity and the extinction coefficient $\alpha$ by the relation

$$
\begin{equation*}
\bar{v}=\frac{1}{n-i x}=v(1+i x v) \tag{51.4}
\end{equation*}
$$

and when terms containing the squares of the extinction coefficients are of negligible magnitude we get to a high degree of approximation:

$$
\begin{align*}
& n_{r}-n_{l}=\frac{\gamma}{v_{m}^{3}}=\frac{\lambda}{\pi} \varrho,  \tag{51.5}\\
& \varkappa_{r}-\varkappa_{l}=\frac{\beta}{v_{m}^{3}}=\frac{\lambda}{\pi} \sigma \tag{51.6}
\end{align*}
$$

where $v_{m}$ is the mean velocity. Thus, the optical rotation of an absorbing crystal may be considered to be a complex quantity being given by $\bar{\varrho}=\varrho+i \sigma$, where $\varrho$ and $\sigma$ are related to $\gamma$ and $\beta$ by (51.5) and (51.6). The reason why $\gamma$ and $\beta$ are termed as the parameters of optical rotation and circular dichroism is now quite evident.

The parameter of optical rotation has been shown to be a quadratic function of the direction cosines of the direction propagation in Sect. 40. The same must be true of the parameter of circular dichroism. If we measure off two radii vectors $\gamma_{1}$ and $r_{2}$ parallel to the direction of propagation such that their lengths are given by

$$
\begin{align*}
& \frac{1}{r_{1}^{2}}=|\gamma|=\frac{\lambda}{\pi}|\varrho| v_{m}^{3},  \tag{51.7}\\
& \frac{1}{r_{2}^{2}}=|\beta|=\frac{\lambda}{\pi}|\sigma| v_{m}^{3}, \tag{51.8}
\end{align*}
$$

where $\gamma$ and $\beta$ denote the parameters for propagation in a general direction, then (51.7) and (51.8) define respectively a surface of optical rotation and a surface of circular dichroism, both of which are central quadrics to a good approximation. Given these surfaces we may determine $\gamma$ and $\beta$ for any direction or alternatively the coefficients of circular birefringence and circular dichroism for any direction.
52. Method of superposition. - The use of the Poincare sphere ${ }^{1}$. It will be noticed that the equations for a general direction of propagation (50.9) and (50.10) are very intractable. We shall now develop the theory of wave propagation in absorbing optically active crystals by making use of the method of superposition. The change in the state of polarisation of a vibration on travelling through a


Fig. 46 a and b. Propagation of light in an absorbing, optically active crystal. (a) Linear birefringence about $X_{r} Y_{r}$ and circular birefringence about $R L$ compound to yield elliptic birefringence about $B B_{a}$. Similarly, linear dichroism about $X_{k} Y_{k}$ and circular dichroism about $R L$ compound by the vectorial law to yield elliptic dichroism about $D D_{a}$. (b) $P^{\prime}, P^{\prime \prime}$ represent states propagated unchanged under the effects of elliptic birefringence (about $B B_{a}$ ) and elliptic dichroism (about $D D_{a}$ ). $C$ is the pole of the great circle through $B D$.
thickness $\tilde{d z}$ will have to be determined by applying in succession the infinitesimal operations of linear birefringence, linear dichroism, optical activity (i.e. circular birefringence) and circular dichroism. For any particular direction of propagation the first two operations are determined by the sections of the index and absorption ellipsoids according to Eqs. (47.3) and (47.4). The latter two operations are determined respectively from the surfaces of optical rotation and circular dichroism according to Eqs. (51.7) and (51.8). [The mean velocity $v_{m}$ is defined in Eq.(48.6).]

Referring to Fig. 46a the infinitesimal operations of linear birefringence (rotation $\delta d z$ about $X_{r} Y_{r}$ ) and of circular birefringence (a rotation $2 \varrho d z$ about $R L$ ) may be compounded by a vectorial law as in the case of transparent optically active crystals. The two operations are together equivalent to a single operation

[^61]of elliptic birefringence, a rotation of $\Delta d z$ about the axis $B B_{a}$. The relative phase retardation per unit thickness $\Delta$ between the crossed ellipses $B$ and $B_{a}$ which are propagated unchanged in the absence of absorption, and the latitude $2 \vartheta$ of the slower state $B$, are determined by Eqs. (39.4), (39.2 for transparent optically active crystals.

Similarly it has been shown (Sect. 7) that the infinitesimal operations of linear dichroism (axis $X_{k} Y_{k}$ ) and circular dichroism (axis $R L$ ) can be compounded by a vectorial law and may be replaced by the operation of elliptic dichroism. In Fig. 46a, vibrations of two oppositely polarised elliptic states $D$ and $D_{a}$ (which have the same longitudes as $X_{k}$ and $Y_{k}$ respectively) remain unaltered in form under the combined effects of linear and circular dichroism. If $\vartheta^{r}$ is the angle of ellipticity of the less absorbed state and $K$ the difference in the abssorption coefficient of the vibrations in the state $D$ and $D_{a}$ then

$$
\begin{align*}
\tan \vartheta^{\prime} & =-2 \sigma / K  \tag{52.1}\\
K & =\left|\sqrt{k^{2}+(2 \sigma)^{2}}\right| \tag{52.2}
\end{align*}
$$

where $2 \sigma$ corresponds to the difference between the absorption coefficients of left and right circular components in the operation of circular dichroism, i.e. $2 \sigma=k_{L}-k_{R}$ and $k=k_{\mathrm{Y}_{k}}-k_{X_{k}}$.

Referring to Fig. 46 b we may specify any point on the Poincaré sphere by its angular distance $2 \varphi, 2 \psi$ and $2 \xi$ from the three reference points $D, B$ and $C$ which form a right handed set, the point $C$ being at an angular distance of $\pi / 2$ from both $B$ and $D$, the $\operatorname{arc} B D$, which is not in general a right angle, being denoted by $2 \chi^{\prime}$. Since the three direction cosines are not independent, it is sufficient to specify $2 \varphi$ and $2 \psi$, and give merely the sign of $2 \xi$. Thus we have to superpose only the operations of elliptic birefringence $\Delta$ (about the axis $B B_{a}$ ) and of elliptic dichroism $K$ (about the axis $D D_{a}$ ), the two axes $B B_{a}$ and $D D_{a}$ being inclined at an angle of $2 \chi^{\prime}$. There will in general be two states $P^{\prime}\left(2 \varphi^{\prime}, 2 \psi^{\prime}\right)$ and $P^{\prime \prime}$ $\left(2 \varphi^{\prime \prime}, 2 \psi^{\prime \prime}\right)$ as indicated in Fig. 46 b which are propagated unchanged under the combined effects of these operations, $2 \xi$ being positive in both cases. The problem is formally the same as in an optically inactive absorbing crystal so that the results derived in that case can be taken over, provided we replace $\delta$ by $\Delta, k$ by $K$, and $2 \chi$ by $2 \chi^{\prime}$.

Thus the state of polarisation $2 \varphi, 2 \psi$ of the waves are given by the simultaneous equations analogous to (47.5) and (47.6):

$$
\begin{align*}
\Delta \sin 2 \varphi & =K \sin 2 \psi  \tag{52.3}\\
\cos 2 \chi^{\prime} & =\cos 2 \varphi \cos 2 \psi . \tag{52.4}
\end{align*}
$$

The refractive indices and the absorption coefficients of the waves expressed in terms of these states of polarisation are given by the equations analogous to (48.5) and (48.3).

$$
\begin{align*}
& \delta^{\prime}, \delta^{\prime \prime}=\frac{1}{2}\left(\delta_{1}+\delta_{2}\right) \pm \frac{1}{2} \Delta \cos 2 \varphi^{\prime} .  \tag{52.5}\\
& k^{\prime}, k^{\prime \prime}=\frac{1}{2}\left(k_{1}+k_{2}\right) \pm \frac{1}{2} K \cos 2 \psi^{\prime} . \tag{52.6}
\end{align*}
$$

Further

$$
\begin{align*}
\delta^{\prime}-\delta^{\prime \prime} & =\Delta \cos 2 \varphi^{\prime},  \tag{52.7}\\
R^{\prime \prime}-k^{\prime} & =K \cos 2 \psi^{\prime} . \tag{52.8}
\end{align*}
$$

The explicit expressions for $\cos 2 \varphi$ and $\cos 2 \psi$ will be of the form (47.7) with the replacements mentioned above.

For directions of propagation appreciably inclined to the optic axis the effect of linear birefringence predominates over all the other operations and the waves may be regarded as linearly polarised along the principal planes of linear birefringence.

It can be shown that the expressions for the velocities and extinction coefficients of the waves as derived by the electromagnetic theory may also be expressed as functions of the state of polarisation $(2 \varphi, 2 \psi)$ of the waves ${ }^{1}$. They take a form similar to (52.5) and (52.6) deduced by superposition methods, being for any general direction of propagation given by [cf. (48.7)]

$$
\begin{align*}
v^{2} & =\frac{1}{2}\left(a_{1}+a_{2}\right)+\frac{1}{2} \sqrt{\left(a_{1}-a_{2}\right)^{2}+(2 \beta)^{2}} \cos 2 \varphi,  \tag{52.9}\\
2 x v^{3} & =\frac{1}{2}\left(b_{1}+b_{2}\right)+\frac{1}{2} \sqrt{\left(b_{1}+b_{2}\right)^{2}+(2 \beta)^{2}} \cos 2 \psi . \tag{52.10}
\end{align*}
$$

For directions not too close to an optic axis the squares and higher powers of $\rho / \Delta$ and $K / \Delta$ may be neglected so that from (52.3), $|\cos 2 \varphi| \approx 1$. According to (52.9) the velocities may then be determined from the section of the index ellipsoid as though the waves were linearly polarised. Since for such directions $2 \psi \approx 2 \chi^{\prime}$ from (52.4), it can be shown from (52.10), using (52.1), that the extinction coefficients of the waves may similarly be determined from the absorption ellipsoid. For directions still closer to the optic axis, the difference between the expression (52.9), (52.10) and those derived bythe superposition methods (52.5) and (52.6) will be entirely negligible, so that the latter may be more conveniently used.

For uniaxial crystals the principal pla-


Fig. 47. Propagation in a uniaxial crystal. The great circie through $B D$ is here a mecidian of longitude. The states $P^{r}, P^{\prime \prime}$ which are propagated unchanged also bear a simple geometric relation to one another. The figure also illustrates the vectorial composition of linear and circular dichroism. nes of linear birefringence and dichroism coincide so that the points $B$ and $D$ (Fig. 47) lie on the same great circle passing through the poles. It will be seen from Fig. 47 that the two ellipses have the same numerical ellipticity though described in opposite senses; and the orientation of the major axes of the two ellipses are obtained from the principal planes of $O X_{r}$ and $O Y_{r}$ by turning the latter through equal angles in opposite directions. This result has been obtained by Försterling ${ }^{2}$ from the electromagnetic theory of propagation in uniaxial crystals. For uniaxial crystals however, the linear dichroism close to the optic axial direction will be weak (being near a circular section of the absorption ellipsoid) while circular dichroism in crystals has always been found to be a.weak phenomenon. It is appropriate to remark here that VoIGT ${ }^{3}$ has made some observations on the so-called liquid crystals which exhibit very strong circular dichroism. However, we shall not deal with them here, for the large circular dichroism and the enormous rotation of the plane of polarisation indicate that these media may not be homogeneous but may on the contrary possess a lamellar structure (De Vries) ${ }^{4}$.

[^62]As in the case of absorbing inactive crystals, interesting phenomena are to be expected for the class of biaxial crystals showing appreciable linear dichroism along an optic axial direction. In such a case, circular dichroism being a weak phenomenon may be neglected in comparison with linear dichroism. We shall therefore next consider the case when circular dichroism is zero:
53. Biaxial crystals with negligible circular dichroism. $\alpha$ ) General considerations. In this the constant of elliptic dichroism $K$ has to be replaced by the linear dichroism $k$. Further the axis $D D_{a}$ (Fig. 46a) of elliptic dichroism becomes coincident with axis $X_{k} Y_{k}$ of linear dichroism. Accordingly Fig. 46b takes the special form shown in Fig. 48.

In this case we have, from (52.4) and (52.7),

$$
\begin{equation*}
\cos 2 \chi^{\prime}=\cos 2 \varphi^{\prime} \cos 2 \psi^{\prime}=\frac{\delta}{\Delta} \cos 2 \psi^{\prime} \tag{53.1}
\end{equation*}
$$



Fig. 48. Propagation in a biaxial crystal with no circular dichroism. $D D_{z}$ of Fig. 46 (b) becomes coincident with $X_{k} Y_{k}$.
Fig. 49. Propagation for directions not in the vicinity of the optic axes (no circular dichroism). Each wave has an ellipticity which is the sum of the corresponding ellipticities which would obtain in the absence of absorption and of optical activity.

Here again we note that the two polarised waves in the states $P^{\prime}$ and $P^{\prime \prime}$ that are propagated along any direction are in elliptic states of polarisation whose geometrical forms bear no simple relation to one another, i.e. the major axes of the elliptic vibrations are not in general crossed, their ellipticities are not equal numerically and finally they may or may not be described in the same sense (depending on the direction of propagation). We shall consider only certain special cases.
B) Directions not too near an optic axis. For such directions we may neglect the squares and higher powers of $\varrho / \Delta$ and $K / \Delta$. The arcs $X_{r} B$ and $B P^{\prime}$ of Figs. 46a and 46 b respectively become infinitesimal arcs normal to the plane of the equator, the situation being illustrated in Fig. 49. To this degree of approximation $\Delta \approx \delta$ and $2 \chi^{\prime} \approx 2 \chi$ from Eqs. (39.4) and (53.1). From Fig. 49 the directed arc $\widehat{B P}^{\prime}$ will be equal to $2 \varepsilon$ where $\varepsilon$ is the common ellipticity of the two waves in the absence of optical activity given by Eq. (48.8) of the section on absorbing inactive crystals. Moreover the directed arc $\widehat{X_{\tau} B}$ is equal to $2 \vartheta$ where $\vartheta$ is the ellipticity of the slower wave in the absence of dichroism (i.e. as in a transparent active crystal). Thus to this degree of approximation the orientations of the major axes are along the principal planes of linear birefringence but the ellipticity for
each state now approximates to the sum of the corresponding ellipticities obtaining, in the absence of optical activity and absorption respectively. Thus the ellipticities of $P^{\prime}$ and $P^{\prime \prime}$ are

$$
\begin{equation*}
\varepsilon^{\prime}, \varepsilon^{\prime \prime}=-\frac{k}{2 \delta} \sin 2 \chi \mp \frac{\varrho}{\delta} . \tag{53.2}
\end{equation*}
$$

As has already been mentioned in the last section the velocities and absorption coefficients may be determined by the usual index and absorption ellipsoid constructions as though the waves are linearly polarised. It may be seen that though the waves are non-orthogonally polarised, the non-orthogonality factor $\cos ^{2} c$ (where $2 c$ is the angular separation of the states on the Poincare sphere) is the same as in the absence of optical activity. It may also be seen that the waves tend to the form of a linear vibration as $\delta$ increases, i.e. as the inclination from the optic axis increases (Sect. 71).
$\gamma$ ) Propagation along an optic axial direction: Two classifications of the general behaviour. Case 1. Linear dichroism $k>$ circular birefringence $|2 \varrho|$.

In this case (as will be shown) the waves propagated along the optic axes are actually linearly polarised, the angle between the linear vibrations being different from a right angle. This is illustrated in Fig. 50 for the case when $\varrho$ is positive. The azimuths of the two linear vibrations may be readily calculated remembering that linear birefringence is absent. A linear vibration


Fig. 50. Propagation along an optic axis. No circular dichroism and $E>|2 \varrho|$. Linear states $P^{\prime}, P^{\prime \prime}$ are propagated unchanged. The construction is for a left-rotating crystal, i.e. e positive. $P$ initially at an azimuth $\psi$ with respect to $O X_{k}$ will under the infinitesimal operation of linear dichroism be turned through an angle $\frac{1}{2} k \sin 2 \psi d z$ towards $O X_{k}$, the less absorbed component-as a direct calculation shows. On the other hand, it is turned through an anticlockwise angle $\varrho d z$ under the infinitesimal operation of rotation. Since these must be equal and opposite, the azimuths of the states propagated must satisfy the equation

$$
\begin{equation*}
\sin 2 \psi=2 \varrho / k \tag{53.3}
\end{equation*}
$$

Thus-there will be two states at azimuths $\psi^{\prime}$ and $\frac{\pi}{2}-\psi^{\prime}$ which are propagated unchanged. These azimuths will be either both positive ( 0 to $\pi / 2$ ) or both negative ( 0 to $-\frac{\pi}{2}$ ) according as $\varrho$ is positive or negative. The situation is illustrated in the Poincaré sphere drawn for the case when $\varrho$ is positive (Fig. 50). This is the special form which Fig. 46 b takes for optic axial directions when linear birefringence is absent i.e. when $B B_{a}$ coincides with $R L$ and $\Delta=|2 \varrho|$. The arc $2 \chi^{\prime}$ in Fig. 46b has become a right angle and from the condition that the angle it subtends at $P^{\prime}$ should also be a right angle it may be seen geometrically that $P^{\prime}$ must lie either on the equatorial arc $X_{k} C(2 \varphi=\pi / 2)$ or on the meridional arc $C R(2 \psi=\pi / 2)$. The latter corresponds to the case when $|2 \varrho|>k$ which we shall consider later. The former is the case we are treating at present for which Eq. (53.3) has a solution. The two linearly polarised beams have the same velocity since
$2 \varphi^{\prime}=\pi / 2$ in (52.9). They are however propagated with different absorption coefficients given by (52.10)

$$
\begin{equation*}
k^{\prime \prime}-k^{\prime}=K \cos 2 \psi^{\prime} \tag{53.4}
\end{equation*}
$$

The behaviour in this respect is somewhat similar to that for inactive crystals except for the fact that the two linear polarised states are not orthogonal.

Case 2. Circular birefringence $|2 \varrho|>$ linear dichroism $k$.
This situation is illustrated in Fig. 51 when $\varrho$ is positive and represents the second of the two cases mentioned in the last paragraph-namely the case when $P$ lies on the meridional arc $C R(2 \psi=\pi / 2)$. In this case two elliptic vibrations exactly similar in form and orientation but described in opposite senses are


Fig. 51. Same as Fig. 50, but for the case when $|20|>k$. Two ellipses in opposite senses are propagated unchanged, their ellipticities being equal and their major axes at $45^{\circ}$ to $X_{k}$. propagated. The sense of description of the slower elliptic vibration is the same as that of the slower circular vibration which would be propagated in the absence of dichroism. The major axes of the elliptic vibrations are coincident and make an angle $+\frac{\pi}{4}$ or $-\frac{\pi}{4}$ with reference to $O X_{k}$ according as $\varrho$ is positive or negative. The numerical value of the ellipticity $\left|\omega^{\prime}\right|$ of the vibrations may be obtained from the Eqs. (52.3) since $2 \varphi^{\prime}=\pi / 2-$ $\left|2 \omega^{\prime}\right|$ and $2 \psi^{\prime}=\pi / 2$

$$
\begin{equation*}
\cos \left|2 \omega^{\prime}\right|=k /|2 \varrho| . \tag{53.5}
\end{equation*}
$$

The two waves have equal absorption coefficients according to (52.8) but they possess different velocities of propagation and the phase retardation which one wave suffers relative to the other per unit distance of propagation is obtained from (52.7) to be

$$
\begin{equation*}
\delta^{\prime}-\delta^{\prime \prime}=-2 \varrho \sin 2 \omega^{\prime} \tag{53.6}
\end{equation*}
$$

One can see the parallelism between this and the case of the propagation along the optic axis in transparent optically active crystals. There is however the important difference that, in the present case, the two waves are not circularly but elliptically polarised. This leads to the curious property that the observed rotation of the plane of polarisation along the optic axis depends on the azimuth of the incident linear vibration so that the true rotatory power cannot be obtained without correction for the dichroism. This important correction will be dealt with in Sects. $71 \beta$ and 72.
54. Propagation in the vicinity of the optic axis. Biaxial crystals with negligible circular dichroism. For directions in the vicinity of an optic axis the linear dichroism and the rotatory power may be regarded constant. Hence for example if $|2 \varrho|>k$ along the optic axis, the same holds for directions in its vicinity. The general behaviour even along directions other than the optic axis exhibits a certain similarity to that of transparent optically active crystals or to absorbing inactive crystals according as $|2 \varrho|>k$ or $k>|2 \varrho|$ along the optic axis itself. Thus, in the former case, there are no singular axes, but in the latter, singular axes do occur in the vicinity of optic axes, just as in absorbing inactive crystals.

Case 1. $|2 \varrho|>k$.
We shall first consider the case when the optical activity predominates over linear dichroism. We see from formula (53.2) that the sign of the ellipticity is determined by the second term since it is always numerically greater than the first. Thus the two ellipses will always be described in opposite senses, and the numerical magnitude of the ellipticity for one of the waves will be greater than that for a transparent active crystal, while that for the other will be less by the same amount. Since the formulae (52.5), (52.6) for the states of polarisation are formally similar to those for inactive absorbing crystals (48.5), (48.3) it follows as in that case that the two states $P^{\prime}$ and $P^{\prime \prime}$ of Fig. 48 can become identical, i.e. there will exist a singular axis, only if

$$
\begin{equation*}
2 \chi^{\prime}=\pi / 2, \quad \Delta=k \tag{54.1}
\end{equation*}
$$

Since the elliptic birefringence is given by

$$
\Delta=\sqrt{\delta^{2}+(2 \varrho)^{2}}
$$

its minimum value is $|2 \varrho|$ which occurs where the birefringence vanishes i.e. along the optic axis itself. Hence if $|2 \varrho|>k$, the situation $\Delta=k$ cannot occur for any direction, showing that for such cases (i.e. when $|2 \varrho|>k$ ), there will be no singular directions.

Case 2. $k>|2 \varrho|$.
Here, we shall first consider a general direction of propagation in the vicinity of the optic axis. The singular axes will be considered in the next section.

We have seen that the principal planes of linear dichroism as well as $k$ and $\varrho$ may be regarded as constant in the neighbourhood of the optic axis. On the other hand the linear birefringence $\delta$ increases rapidly with angular distance from the optic axis. Further as we go round the curve $\delta=$ const, i.e. round the optic axis, the principal axes of linear birefringence also turn round rapidly i.e. in the approximate formula (53.2) $\chi$, the inclination of $O X$, to $O X_{k}$ varies rapidly with the azimuth (see for example Sect. 66, Fig. 70a). Hence along these azimuths where the first term becomes numerically equal to the second, one of the waves will be elliptically polarised (with twice the ellipticity obtaining for a transparent active crystal). But the other wave will be linearly polarised. This obviously occurs along directions where

$$
\begin{equation*}
\sin 2 \chi= \pm|2 \varrho| / k . \tag{54.2}
\end{equation*}
$$

Thus when any one of the principal planes of linear birefringence ( $O X_{y}$ or $O Y_{r}$ ) is at an azimuth $\psi$ with respect to $O X_{k}$, where $\psi$ satisfies the equation

$$
\begin{equation*}
\sin 2 \psi=2 \varrho / k, \tag{54.3}
\end{equation*}
$$

a linear vibration parallel to that particular principal plane is propagated unchanged.

That the truth of this last statement does not depend on the use of the approximate formula (53.2) is seen directly by applying the method of superposition which gives in fact a simple physical explanation of the phenomenon. A vibration along the principal plane of linear birefringence remains unchanged under the infinitesimal operation of linear birefringence. Further if it is at an azimuth $\psi^{\prime}$ which satisfies (54.3) it will remain unchanged under the combined effects of the two succeeding operations of linear dichroism and optical rotation, as we have demonstrated in Sect. $53 \gamma$. Thus the linear vibration will be propagated
unchanged under the superposed effects of all the three operations. It must however be remembered that the second wave propagated along such a direction is elliptically polarised and for directions close to the optic axis, its ellipticity and orientation are different from that derived from the approximate treatment. For these directions, since $\psi$ is a constant, we see from (52.8) that the absorption coefficient of the waves are the same as those propagated along the optic axes.

The results of the previous paragraph leads to the interesting conclusion that in the interference figures observed between crossed polaroids in convergent light, if the polarised vibration is parallel to any one of the vibrations propagated along the optic axis, true isogyres are formed occurring in the same position as in a transparent inactive crystal.
55. The singular axes. From Eq. (53.2) we see that the elliptic birefringence increases from a minimum value of $|2 \varrho|$ as we move away from the optic axial



Fig. 52a and b. Determination of the singular axes, when $k>|2 \varrho|$. (a) $E_{1}$ is the only state which can be propagated unchanged along one of the singular axes. (b) $E_{2}$ is the only state propagated unchanged along the other singular axis associated with the same optic axis. No singular axes occur when $\hbar<|2 \varrho|$.
direction. Since $|2 \varrho|<k$ there can arise a situation when $\Delta=k$. From Eqs. (54.1) a singular axis will occur if in addition $2 \chi^{\prime}=\pi / 2$. In such a case Fig. 48 acquires the form illustrated in Fig. 52a.

Here the arc $\overparen{B X_{k}}$ has become a right angle and since the angle it subtends at $P^{\prime}$ must be a right angle, the states $P^{\prime}$ and $P^{\prime \prime}$ both coincide at $E_{1}$. Since $X_{r}$ is on the same longitude as $B$, the arc $\widehat{X}_{\boldsymbol{p}} X_{k}$. is also a right angle, so that the principal planes of linear birefringence and dichroism must make angles of $45^{\circ}$ with one another. (The case when $\chi=\pi / 4$ and $\rho$ is positive is illustrated in Fig. 52a.) The major axes of the ellipse will be along the principal plane $O Y_{r}$ of linear birefringence if $\varrho$ is positive, and along $O X_{r}$ if $\varrho$ is negative.. Since $2 \varphi^{\prime}=2 \psi^{\prime}=\pi / 2$, it follows from Eqs. (52.7) and (52.8) that the two refractive indices and the two absorption coefficients become identical in the limiting case. It is seen that along this singular axis only one wave is propagated as in the case of absorbing inactive crystals, but this wave is elliptically polarised.

In the case when $\chi=\pi / 4$ and $\Delta=k$ we again get a singular direction where only the elliptically polarised state $E_{2}$ (Fig. 52b) is propagated unchanged. This differs only in the sense of its description from the ellipse $E_{1}$ which is propagated along the other singular axis associated with the same optic axis. A similar pair of singular axes wil be associated with the other optic axis.

When an elliptic vibration orthogonal to that propagated without change of form along a singular axis is incident in that direction it will not be reflected away, but will be propagated with a progressive change in its state of polarisation towards the state which is propagated unchanged.

## VI. The matrix method of solving electro-magnetic equations in anisotropic media ${ }^{1}$.

56. The refractive index matrix. $\alpha$ ) Description of the matrix. The method we have hitherto followed in the previous sections for solving the electromagnetic equations has been to seek homogeneously polarised plane-wave solutions of the customary form (27.4). A limitation of this method is revealed for directions of propagation along singular axes in absorbing crystals where only one such solution is obtained and not two, as is usually the case (see e.g. Sects. 49, 55). Hence the procedure leaves unanswered the question as to what will happen when light in any other state of polarisation is incident in the direction of a singular axis. Though this problem was solved by the method of superposition, it must be capable of being handled directly and more rigorously by the electromagnetic theory. For this purpose we discard the restriction of seeking plane wave solutions of constant polarisation.

We wish to write down the equation to a more general type of plane wave propagated along an arbitrary direction $O z$ in an anisotropic medium. We however continue to seek solutions for which the time factor is $\exp i \omega t$ so that ${ }^{2}$

$$
\begin{equation*}
\frac{\partial \vec{D}}{\partial t}=i \omega \vec{D} \tag{56.1}
\end{equation*}
$$

and we use the matrix representation of Jones (discussed in Sect. 13) according to which the state of vibration $\vec{D}$ at the plane $z$ would in general be a linear vector function of the state at $z=0$ being related by the matrix $M$ of (13.3). The propagation through an infinitesimal distance however is described by the ma$\operatorname{trix} N$, the vibration at the plane $z+d z$ being a linear vector function of the vibration at the plane $z$. In fact by substituting (15.4) in (13.3) and differentiating we have

$$
\begin{equation*}
\frac{\partial \vec{D}}{\partial z}=N \vec{D} . \tag{56.2}
\end{equation*}
$$

In order to see the similarity of this equation with that satisfied by the usual plane wave we write (56.2) as

$$
\begin{equation*}
\frac{\partial \vec{D}}{\partial z}=-i \frac{\omega}{c} n \vec{D} . \tag{56.3}
\end{equation*}
$$

This resembles exactly the equation satisfied by the usual type of plane wave of the form (27.4) with the following difference; the refractive index $n$ has been replaced by the refractive index matrix $n$ in order that the same equation may represent the most general plane wave that can be propagated in a homogeneous anisotropic medium. By differentiating (56.3) with respect to $t$ and (56.1) with respect to $z$ we get

$$
\begin{equation*}
\frac{\partial^{2} \vec{D}}{\partial t^{2}}=c^{2} n^{-2} \frac{\partial^{2} \vec{D}}{\partial z^{2}} . \tag{56.4}
\end{equation*}
$$

[^63]This resembles the usual form of the wave equation to a plane disturbance except that the square of the velocity has been replaced by the matrix $c^{2} n^{-2}$. Our problem is to determine the refractive index matrix $n$ or alternatively the matrix $\mathrm{n}^{-2}$ satisfying Maxwell's equations consistent with the properties of the medium.

In Sect. 27 we replaced the operator $\nabla$ by $-i \omega n s / c$ since solutions of the form (27.4) were sought. More generaliy $\boldsymbol{\nabla}=\boldsymbol{k} \frac{\partial}{\partial z}$ where $\boldsymbol{k}$ denotes the unit vector along the $z$-axis (which is here taken as the direction of propagation). The relation obtained by eliminating $\boldsymbol{H}$ between the Maxwell's equations takes the form (see Sect. 26)

$$
\begin{equation*}
\ddot{\boldsymbol{D}}=c^{2} \frac{\partial^{2}}{\partial z^{2}}[\boldsymbol{E}-\boldsymbol{k}(\boldsymbol{k} \cdot \boldsymbol{E})] \tag{56.5}
\end{equation*}
$$

and writing the components of this equation we have

$$
\begin{equation*}
\ddot{D}_{z}=0, \quad \ddot{D}_{x}=c^{2} \frac{\partial^{2} E_{x}}{\partial z^{2}}, \quad \ddot{D}_{y}=c^{2} \frac{\partial^{2} E_{y}}{\partial z^{2}} \tag{56.6}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial^{2} \vec{D}}{\partial t^{2}}=c^{2} \frac{\partial^{2} \vec{E}}{\partial z^{2}} \tag{56.7}
\end{equation*}
$$

The properties of the medium can be expressed in the form

$$
\begin{equation*}
\vec{E}=A \vec{D} \tag{56.8}
\end{equation*}
$$

where the components of $A$ can be written down by comparison with the complex analogue of (38.7) as follows:

$$
\left.\begin{array}{ll}
A_{11}=\bar{a}_{11}, & A_{12}=\bar{a}_{12}+i \bar{\Gamma}_{3}  \tag{56.8a}\\
A_{21}=\bar{a}_{12}-i \bar{\Gamma}_{3}, & A_{22}=\bar{a}_{22}
\end{array}\right\}
$$

From (56.8) and (56.7) we have

$$
\begin{equation*}
\frac{\partial^{2} \vec{D}}{\partial t^{2}}=c^{2} A \frac{\partial^{2} \vec{D}}{\partial z^{2}} \tag{56.9}
\end{equation*}
$$

and comparing with (56.4) we have

$$
\begin{align*}
n^{-2} & =A  \tag{56.10}\\
n & =A^{-\frac{1}{3}} . \tag{56.11}
\end{align*}
$$

or

Hence if we write (56.8) in the form

$$
\begin{equation*}
\vec{D}=\varepsilon \vec{E} \tag{56.12}
\end{equation*}
$$

where
wie get the most elegant result ${ }^{1}$

$$
\begin{align*}
\varepsilon & =A^{-1}  \tag{56.13}\\
n^{2} & =\varepsilon \tag{56.14}
\end{align*}
$$

analogous to the result $n^{2}=\varepsilon$ in an isotropic medium. Hence the refractive index matrix $n$ or alternatively the matrix $n^{-2}$ can be determined from (56.10) and (56.11).

Though the wave equations (56.4) and (56.3) describe in general a disturbance propagated with change of polarisation this is not always the case. Clearly they

[^64]reduce to the customary equations satisfied by a homogeneously polarised wave for those particular states of $\vec{D}$ for which
\[

$$
\begin{align*}
A \vec{D} & =\bar{v}^{2} \vec{D}  \tag{56.15}\\
A^{-\frac{1}{2}} \vec{D} & =\vec{n} \vec{D} \tag{56.16}
\end{align*}
$$
\]

where $\bar{v}$ is the velocity, $\bar{n}$ the refractive index of the wave. The Eq. (56.15) is usually satisfied for two states $\vec{D}$-the eigen vectors of the matrix $A$-with two corresponding values of $\bar{v}^{2}$, the eigenvalues of $A$; these may be determined as in Sect. 26 since the Eqs. (26.8) previously used are merely the components of the vector equation (56.15), giving thereby the connection with our previous method of solving the electromagnetic equations. Alternatively we could start with Eq. (56.16) and determine the states of polarisation of the waves which should be eigenvectors of the refractive index matrix $n=A^{-\frac{1}{2}}$, the corresponding eigenvalues being the complex refractive indices of the waves.

A singular axis represents a special direction for which the matrix $A$ (and correspondingly the refractive index matrix $n$ ) has only one eigenvector and correspondingly in this case the matrix itself cannot be reconstructed from a knowledge of its eigenvectors and its eigenvalues but this does not in principle lead to any difficulty in directly determining $\bar{v}^{2}$ from (56.11). From the present standpoint, along a singular direction, as indeed along any other direction, we can have disturbances propagated with a progressive change in the state of polarisation. The peculiar feature of a singular direction however is that such a disturbance cannot in turn be described as a sum of two plane waves with constant states of polarisation.

Also, while in a general direction, the state of polarisation of the wave undergoes an oscillatory change (the representative point on the Poincaré sphere going around the sphere), along a singular axis it tends asymptotically to the only state propagated unchanged along it.
B) Relationship of the matrix method with the method of superposition. The components of the two-dimensional matrix $A$ are identical with the corresponding components of the three-dimensional matrix $[a]$ relating $\boldsymbol{E}$ to $\boldsymbol{D}$ by $\boldsymbol{E}=[a] \boldsymbol{D}^{1}$. Comparing with the complex analogue of (38.7) we may write

$$
\begin{equation*}
A=a+i b-(\gamma+i \beta) S\left(\frac{1}{2} \pi\right) \tag{56.17}
\end{equation*}
$$

Here the components of the two-dimensional matrices $a$ and $b$ are identical with the corresponding components of the index and absorption tensors and $\gamma$ and $\beta$ are the parameters of optical rotation and circular dichroism in (50.11) and (50.12) and

$$
S\left(\frac{1}{2} \pi\right)=\left(\begin{array}{cc}
0 & -1  \tag{56.18}\\
1 & 0
\end{array}\right)
$$

the rotation matrix $S(\beta)$ of (13.6) with $\beta=\frac{1}{2} \pi$.
Our previous procedure has been in effect to determine the refractive index matrix $n$ indirectly by determining the eigenvectors and eigenvalues of the matrix $n^{-2}$. The refractive index matrix $n$ is also directly given by $A^{-\frac{1}{2}}$. Though this could be solved exactly, we obtain a direct connection with the method of superposition adopted previously by noting that, when the birefringence is not

[^65]high, we have to the first order of approximation,
where
\[

$$
\begin{equation*}
A^{-\frac{1}{2}}=n-i k+\bar{R} S\left(\frac{1}{2} \pi\right) \tag{56.19}
\end{equation*}
$$

\]

$$
\begin{equation*}
n=a^{-\frac{1}{2}}, \quad k=\frac{1}{v_{m}^{\mathrm{s}}} b, \quad \bar{R}=\frac{1}{v_{m}^{\mathrm{s}}} \bar{\gamma}=\frac{\lambda}{\pi}(\varrho+i \sigma) \tag{56.20}
\end{equation*}
$$

[compare with Eq. (51.5)].
Thus we have expressed the refractive index matrix as the sum of symmetric and antisymmetric parts in the form (56.19). This decomposition is very closely related to the splitting of the $N$ matrix into the sum of eight $\Theta$ matrices considered in Sect. 15. As has been explained there, such a decomposition is the analytical expression of the method of superposition. It may be remarked that the physical interpretation of the relation (56.20) is the following: the operation of linear birefringence given by $n$ is determined by the section of the index ellipsoid (47.3); the operation of linear dichroism given by $k$ is determined by the section of the absorption ellipsoid by the relation (47.4); the optical rotatory power $\varrho$ and the coefficient of circular dichroism $\sigma$ are determined from the surfaces of optical rotation and circular dichroism (51.7) and (51.8). With these as postulates the consequences of the method of superposition have been developed using the Poincaré sphere.

The method of superposition as we have adopted is equivalent to solving Eq. (56.16) taking $A^{-\frac{1}{2}}$ to be given by (56.20) and (56.19). Such a procedure can be seen to be formally similar to solving Eq. (56.15) together with (56.17) except that in the latter case we have $\bar{v}, a, b, \bar{\gamma}$ occurring in place of $\bar{n}, n, k$, and $\bar{R}$. Hence by following such a replacement scheme, toevery relation derived by the method of superposition we obtain a relation which is exactly the same as that derived from the electromagnetic theory or vice versa ${ }^{1}$. Such a procedure shows that the state of polarisation of the waves derived from the method of superposition must be identical with those given in (50.10) by the electromagnetic theory and hence can be expressed more conveniently by the parameters $\varphi, \psi$ on the Poincare sphere. The refractive indices and the absorption coefficients have to be altered from the forms (52.5) and (52.6) to (52.9) and (52.10) so that the results obtained from the electromagnetic theory are also transformed to an elegant form.

## C. Optical phenomena in crystalline media.

## I. Reflection and refraction at boundaries.

57. General formulation. The laws relating to the phenomena of reflection and refraction can be derived by solving the electromagnetic equations of propagation, subject to the specified boundary condition, and the properties of the two media on either side of the boundary. The subject has been treated in good detail by Pockels [2], Drude [3] and Szivessy [1] and therefore only the essential principles will be outlined here.

We shall denote the first medium in which the wave is incident as medium 1 and the second as medium 2. Both of them are supposed to be anisotropic in general. Suppose that the plane of the boundary is the $x y$-plane and the normal to it is the $z$-axis. Let the direction of the incident wave normal be in the $x z$ plane making an angle $\vartheta_{0}$ with $O z$. Denote a unit vector along the wave normal

[^66]by $\boldsymbol{s}_{\mathbf{0}}$. Let $\boldsymbol{s}_{\mathbf{1}}, \boldsymbol{s}_{\mathbf{2}}$ be unit vectors of the reflected wave in the first medium and refracted wave in the second medium. Then, the electric vectors in the three waves are given by
\[

\left.$$
\begin{array}{l}
\boldsymbol{E}_{0}=\boldsymbol{A}_{0} \mathrm{e}^{2 \pi i\left[\nu t-n_{0}\left(s_{0} \cdot \boldsymbol{r}\right)\right]},  \tag{57.1}\\
\boldsymbol{E}_{1}=\boldsymbol{A}_{1} \mathrm{e}^{2 \pi i\left[\nu t-m_{1}\left(\mathbf{s}_{1} \cdot \boldsymbol{r}\right)+\delta_{1}\right]}, \\
\boldsymbol{E}_{\mathbf{2}}=\boldsymbol{A}_{2} \mathrm{e}^{2 \pi i\left[\nu t-n_{2}\left(s_{2} \cdot \boldsymbol{r}\right)+\delta_{\mathbf{2}}\right]} .
\end{array}
$$\right\}
\]

In an anisotropic medium, there would in general be two waves propagated along any direction with two different refractive indices. For the present, we assume that the incident wave is polarised with its state of polarisation corresponding to one of the two waves propagated along that direction. Then, $n_{0}$ is unique, but $n_{1}$ and $n_{2}$ are in general double-valued functions of the direction of propagation. At the boundary, we must have the conditions

$$
\left.\begin{array}{ll}
E_{0 x}+E_{1 x}=E_{2 z}, & H_{0 x}+H_{1 x}=H_{2 x}  \tag{57.2}\\
E_{0 y}+E_{1 y}=E_{2 y}, & H_{0 y}+H_{1 y}=H_{2 y} .
\end{array}\right\}
$$

It is obvious that these equations would hold for all points $(x, y)$ on the boundary only if the exponential terms are the same in all the three terms, which gives the following conditions:
(a) $\delta_{1}=\delta_{2}=0$ or $\pi$ i.e. if there is a phase change, it can only reverse the amplitude, without producing any phase shift as such;
(b) the vectors $\boldsymbol{s}_{0}, \boldsymbol{s}_{1}, \boldsymbol{s}_{2}$ and $O z$ are coplanar, i.e., the reflected and refracted wave normals remain in the plane of incidence, and
(c) if $\vartheta_{0}, \vartheta_{1}, \vartheta_{2}$ are the angles made by the incident, reflected and refracted wave normals with $O z$, then

$$
\begin{equation*}
n_{0} \sin \vartheta_{0}=n_{1} \sin \vartheta_{1}=n_{2} \sin \vartheta_{2} \tag{57.3}
\end{equation*}
$$

These laws of reflection and refraction are similar to those for isotropic media, but they differ in important details. Thus, the wave normals of the reflected and refracted waves remain in the plane of incidence, but the corresponding rays need not lie in this plane, as will be shown in the next section. Also, since $n_{0}$ is in general not equal to $n_{1}$ in an anisotropic medium, the angle of incidence is not equal to the angle of reflection. Further, we should expect to have in general two reflected and two refracted waves, even when there is only a single incident wave with a definite refractive index. If, however, the incident wave is unpolarised or has a general state of polarisation, this would be split up into two waves in the medium with different refractive indices, and therefore we should expect four reflected-and four refracted waves. We shall denote by $A, B$ the two polarised waves along the incident direction and by $P_{1}, Q_{1}$ and $P_{2}, Q_{2}$ the two polarised waves along the reflected and refracted directions. Then it follows that the directions of propagation of the four waves of each type are given by

$$
\begin{array}{ll}
\sin \vartheta_{A P_{1}}=\frac{n_{P_{1}}}{n_{A}} \sin \vartheta_{0}, & \sin \vartheta_{A P_{2}}=\frac{n_{P_{2}}}{n_{A}} \sin \vartheta_{0} \\
\sin \vartheta_{A Q_{1}}=\frac{n_{Q_{1}}}{n_{A}} \sin \vartheta_{0}, & \sin \vartheta_{A Q_{3}}=\frac{n_{Q_{2}}}{n_{A}} \sin \vartheta_{0} \\
\sin \vartheta_{B P_{1}}=\frac{n_{P_{1}}}{n_{B}} \sin \vartheta_{0}, & \sin \vartheta_{B P_{2}}=\frac{n_{P_{2}}}{n_{B}} \sin \vartheta_{0}  \tag{57.4}\\
\sin \vartheta_{B Q_{1}}=\frac{n_{Q_{1}}}{n_{B}} \sin \vartheta_{0}, & \sin \vartheta_{B Q_{2}}=\frac{n_{Q_{2}}}{n_{B}} \sin \vartheta_{0}
\end{array}
$$

It is obvious that the above laws do not depend on the exact form of the boundary conditions, but follow directly from the condition that the equations must hold for all points on the boundary. If now, the Eqs. (57.2) are applied, one can also obtain relations between the amplitudes of the incident wave and of the reflected and refracted waves. For a definite polarisation of the incident wave, the directions of propagation and states of polarisation of the two reflected and the two refracted waves are first obtained from (57.4). Feeding these data into the four equations (57.2), the amplitudes of the four waves can be solved for in the terms of the amplitude of the incident wave.

If the first medium is isotropic, then there is only one reflected wave and two refracted waves. The reflected wave follows the usual law of reflection as far as direction is concerned, but its intensity and state of polarisation are affected by the anisotropic nature of the second medium. This result has been applied for measuring the optical properties of a crystal from a study of the light reflected from its surface and the theory of the phenomena is discussed in Sect. 60.
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Fig. 53a-c. Total reflection at the boundary of an anisotropic medium. Upper medium is isotropic, lower one anisotropic, $A C$ being the dividing line. (a) Huygens construction for wave propagation in anisotropic medium. $A B$ is the incident wave front and $A N$ and $A M$ represent normals to the waves propagated in the medium. $A P$ and $A Q$ are the ray directions. Two cases when total reflection takes place are illustrated in (b) and (c). (b) When the wave normal ( $A M$ ) coincides with $A C$, or (c) when the ray direction ( $A Q$ ) coincides with $A C$.
58. Huygens' construction and total reflection. Although the relation between the angle of incidence and of reflection or refraction of the wave is formally very simple even in anisotropic crystals, the actual determination of the direction of the reflected or refracted ray is not so straightforward. The method of obtaining this is by a generalisation of the well-known Huygens' construction to anisotropic media (see Sect. 27). If we consider the secondary waves radiating from a point $A$ on the boundary into the second medium, then the envelope of the wave at any instant of time will be a surface of two sheets, the so-called wavesurface or ray-surface of Sect. 27. Let $A B$ be the wavefront of the incident plane wave (Fig. 53a), which covers the region $A C$ of the surface, of unit length. Then the incident wave takes a time $t=n_{0} \sin \vartheta_{0} / c$ to reach $C$ after it has reached $A$. During this interval, the secondary wave from $A$ would have spread out, and its position would be given by the wave surface corresponding to $t$. The secondary waves from points in between $A$ and $C$ would have spread to intermediate distances proportional to their distance from $C$ and the two resultant refracted wave-fronts would thus be the tangent planes through $C$ to the two sheets of the wave surface. The directions $A M$ and $A N$ perpendicular to these lie in the plane of incidence and give the directions of the wave normals of the two refracted waves. On the other hand, the two ray directions are given by the lines $A P, A Q$,
joining $A$ to the two points where the tangent planes touch the wave surface These do not, in general, lie in the plane of reflection.

A similar situation holds for the reflected waves and rays also, if the first medium is anisotropic. The two reflected wavefronts are parallel to the tangent planes through $C$ to the two sheets of the wave surface radiating from $A$, after a time $t$. The ray directions again need not be parallel to the wave normals and may not even lie in the plane of reflection.

An interesting consequence of these is in relation to total internal reflection in anisotropic media when the medium on the other side is isotropic. In Fig. 53a, let $n_{0}$ be the refractive index of the isotropic medium, which we may first consider to be greater than all the three principal indices of the crystal. Then, there would in general be two refracted waves in the second medium. Suppose that the angle of incidence is increased. Then the time interval $t$ increases and the size of the wave surface also increases. Thus the point $P$ and $Q$ would approach $C$ and the wave normals $A M$ and $A N$ would also approach the direction $A C$ tangential to the surface of separation.

Considering the point $P$ it is clear that when it reaches the position shown in Fig. 53 b , the wave normal $A M$ coincides with $A C$. For larger angles of incidence, the wave cannot propagate into the second medium and is therefore totally reflected. This condition for total reflection is analogous to that for isotropic media and is given by the condition

$$
\begin{equation*}
n_{0} \sin \varphi_{1}=n_{1} \tag{58.1}
\end{equation*}
$$

where, however, $n_{1}$ is the wave refractive index along the direction $A C$.
On the other hand, if we consider the point $Q$, it is clear that when it reaches the point $C$ (Fig. 53c), the refracted wave normal $A N$ is not tangential to the surface of separation, but the ray direction $A Q$ is tangential. For larger angles of incidence, the wave surface with $A$ as origin goes beyond $C$ and so no tangent can be drawn to it from $C$. In other words, there will be no refracted wave corresponding to this sheet of the wave surface, and there will be total reflection. The critical angle for total reflection is now defined by the condition that the ray is tangential to the surface of separation, i.e.,

$$
\begin{equation*}
n_{0} \sin \varphi_{2}=n_{r_{2}} \tag{58.2}
\end{equation*}
$$

where now $n_{r}$ is the ray refractive index along the direction $A C$.
Thus from the boundary between an isotropic and an anisotropic medium, total reflection may occur if either the wave refractive index or the ray refractive index satisfies Eq. (58.1) or (58.2). Which one is relevant to a particular situation depends on the shape of the wave surface, and the fact whether the ray or the wave normal is at a smaller angle to the surface, near the critical condition. It is obvious that, if $A C$ coincides with a principal axis, then the ray and the wave normal directions coincide and so the two conditions are equivalent.

If we now denote by $n_{1}$ and $n_{2}$ the wave or the ray refractive indices, whichever is smaller, for the two sheets of the wave surface along the direction $A C$, then it follows that
if $n_{1}<n_{2}<n_{0}$ there are two critical angles,
if $n_{1}<n_{0}<n_{2}$ there is only one critical angle,
the other polarised component being always refracted and if $n_{0}<n_{1}<n_{2}$ total reflection does not occur for any angle of incidence in the isotropic medium.

The above results may be used to obtain the principal refractive indices of a crystal from measurement on the critical angles for total reflection from a parallel plate of the crystal ${ }^{1}$. The isotropic medium is chosen such that its refractive index $n_{0}$ is larger that the largest index $\gamma$ of the crystal. The plane of incidence is kept fixed while measurements are made for different settings, rotating the crystal plate in its own plane. Both the indices $n_{1}$ and $n_{2}$ would then be found to vary between a maximum and minimum over a full rotation of the crystal. It is readily verified that the minimum of $n_{1}$ will be $\alpha$, the maximum of $n_{2}$ will be $\gamma$, and either the maximum of $n_{1}$ or the minimum of $n_{2}$ will be $\beta$ (see Sect. $82 \zeta$ for the experimental method).
59. Twin plane reflection phenomenon exhibited by some minerals. a) Calcite and fascicular gypsum. The beautiful iridescence displayed by the twin plane


Fig. 54. Location of the principal axes of the index ellipsoid in the symmetry plane in $\mathrm{KClO}_{3}$ twins. reflection in calcite is well known and has been treated in great detail by Frailicir, Osloff, • Rayleigh ${ }^{2}$. When a distant luminous source is viewed through a rhomb of calcite containing a twin plane, three images of the source may be seen. The central image, which is undeviated, is colourless while the two outer ones display vivid colours. The intensity, the colour and the angular separation of the images are markedly dependent on the direction in the crystal along which the source is viewed.

The explanation of this phenomenon is quite simple. When a beam of light traverses a layer of calcite which has on either side of it crystalline matter in different orientations, the incident wave would be both reflected and refracted. Since the medium is birefringent, the incident beam would split into two and associated with each of these, there would be two reflected and refracted beams. Of the four refracted beams possible, two emerge from the twin layer in the same direction as the incident beam in the case of calcite (since it is a uniaxial crystal). Hence for the most general direction of incidence, although there would be four reflected pencils, there occur only three refracted pencils. The central undeviated ray appears in the same direction for all wavelengths, while the dispersion of the refractive indices of calcite manifests itself by the later deviated images being drawn out in the form of spectra.

One can also show that the twin plane reflections actually vanish when the plane of incidence coincides with a plane of symmetry. Fig. 54 represents the location of the principal axes of the index ellipsoid in the symmetry plane, $O X$ and $O Y$ referring to the upper side and $O X^{\prime}$ and $O Y^{\prime}$ to the lower side of a twinning plane. $O Z$ and $O Z^{\prime}$ coincide and thay are normal to the plane of the paper, coinciding with the two-fold axes. The upper and lower parts being mirror images, the coefficient of reflection at the boundary for a given angle of incidence would be the same whether the incidence is from above or below. But according to the principle of reversibility the reflection coefficient should be of opposite signs according as the wave is incident on one side or the other of the boundary. As these two results are contradictory, the coefficient of reflection should be zero

[^67]for all angles of incidence and all states of polarisation when the plane of incidence coincides with the symmetry plane.

An extremely striking variation of the phenomenon described above has been observed ${ }^{1}$ in the case of a variety of gypsum. Gypsum is a monoclinic crystal and it is known to have a fibrous modification (satin spar). But another variety, fascicular gypsum is found which consists of an aggregate of crystalline rods having their axes of symmetry nearly parallel to each other while the other two axes show a range of variation. Optical studies indicate that in the best specimens the rods can take two orientations, in both of which one of the axes of the index ellipsoid is unchanged, while the two other axes are approximately interchanged.

When such a plate is held close to the eye and a distance source of light is viewed normally through it, a brilliant circle of light is seen and the source of light appears at the centre with an overlaid diffraction pattern of concentric circles. As the plate is slowly tilted away from the normal setting the outer circle enlarges and the inner pattern enlarges first to form a second ring and later as the tilt is increased a third ring appears (Fig. 55a). The intensity over each circle varies considerably. The circles do not display any colours when white light is viewed, suggesting that their origin is due to internal reflection.

It is well known that if a pencil of rays is incident on


Fig. 55 a. The circles of internal reflection in fascicular gypsum. Note the source being visible as a bright point on the second circle. an isotropic cylindrical rod in a direction making an angle $\vartheta$ with its generator, the reflected rays lie on a right circular cone whose semivertical angle is $\vartheta$ and the axis of the cone is parallel to that of the cylinder. The direction of incidence would therefore be a generator of the cone. If now, as in the present case, reflections take place at inter-crystalline boundaries within a birefringent solid, the angles of incidence and reflection need not necessarily be equal as a consequence of the planes of polarisation and the wave velocities being different for the incident and reflected pencils. Hence four cones of rays must emerge from the cylinder. But in the case of fascicular gypsum, since the surface of the plate is normal to the common axis of the index ellipsoids, two of the reflected rays (whose planes of polarisation are perpendicular to each other) would obey the ordinary laws of reflection and would therefore-emerge along identical directions. Hence the four reflection cones to be expected in the most general case, degenerate to three. The central one corresponds to the case where the ordinary laws of reflection are obeyed; the direction of incidence being a generator of this cone, the source should appear as a luminous point on it. The first and the third circles correspond respectively to the two cases when the angle of reflection is less than and greater than the angle of incidence.

[^68]The polarisation characters of the rings may be briefly described as follows: If the incident pencil on entering the plate divides into two pencils with vibrations along two mutually perpendicular directions, ( $O X$ and $O Z$, say) then in the first circle the vibration direction changes from $O X$ to $O Z$ on reflection, while in the third circle it changes from $O Z$ to $O X$. In the central circle $O X$ remains as $O X$ and $O Z$ as $O Z$.

The reflecting power at the inter-crystalline boundary would obviously be a function of the azimuth of the incident light, it being zero when the plane of incidence coincides with the plane of symmetry in the crystal. It may be remarked that as this substance has a peculiar preferred orientation it also displays many of the phenomena to be treated in Sect. 61.
$\beta$ ) Iridescence of potassium chlorate. The spectacular iridescence of certain crystals of potassium chlorate $\left(\mathrm{KClO}_{3}\right)$ when viewed in white light has long been known. Crystals of this substance are strongly birefringent (belonging to the holohedral monoclinic class) and they crystallise in tabular forms. The tablet face ( $c$ face) contains the two-fold axis of symmetry with the mirror plane perpendicular to it.

Stokes ${ }^{1}$ was the first to recognise that the iridescence had its origin in the reflection of light at twin plane boundaries within the crystal. Rayleigh concluded that a single twin plane layer was quite insufficient to explain the observed effects and postulated that the crystals exhibiting this phenomenon must be polysynthetically twinned parallel to the tablet face causing the medium to be regularly stratified. Hence for a given angle of incidence the intensity of the reflection would be a maximum for wavelengths at which the reflections by successive stratifications reinforce each other because of the agreement in phase. The maximum should therefore be a function of the angle of incidence. This explains the sequence of changes in the colour (the narrow spectral band shifting towards the shorter wavelengths) as the angle of incidence is increased. In all cases however, irrespective of the angle of incidence, the coloured reflection vanishes completely when the plane of incidence coincides with the plane of symmetry in the crystal. The reflections reappear, although feebly when the plane of incidence deviates even slightly from the plane of symmetry. Under these conditions, there would be a rotation of $90^{\circ}$ in the plane of polarisation of the incident light. A light wave polarised in the plane of incidence would be reflected as a wave polarised in a perpendicular plane and vice versa. We shall for convenience call this as a reversal of the plane of polarisation.

Since the crystal is highly birefringent other extremely interesting phenomena have been observed by Raman and Krishnamurthy ${ }^{2}$. As we have seen previously (Sects. 57, 590) there would be four reflected streams of light and hence there would be four wavelengths of the maximum intensity in the spectrum, their positions being determined by their respective optical paths; of these four, two would be polarised in the normal manner while the other two would have reversed polarisation. The relative intensities would vary with the angle which the plane of incidence makes with the plane of symmetry. When the angle is small, there would be only two maxima of the latter type while if the angle is large all four would appear with comparable intensities (see Fig. 55 b).

When the plane of incidence is perpendicular to the plane of symmetry the total optical paths of the two pencils which emerge after reflection with their

[^69]planes of polarisation rotated would be the same. This can be very simply seen as symmetry permits us to deduce the optical path of one from that of the other by just interchanging the path of the incident and the reflected rays. Therefore for this setting two out of the four maxima of intensity would coincide. It can also be shown that if the alternate layers of the stratifications are of equal thickness then each layer would be related to the one below it by a mirror not only in atomic structure but also in thickness, the optical paths of these two pencils showing reverse polarisation would be the same irrespective of the azimuth of the plane of incidence. This however, would not be the case when the alternate layers are not of equal thickness. Hence the presence of four spectral maxima in any position is an indication of the inequality in the thickness of the alternate layers.

If diffuse monochromatic light is allowed to fall on a specimen simultaneously in all directions, the resulting effect would be total reflection in all directions along which all the reflections reinforce each other due to the agreement in their phase. For a particular order of interference such directions will lie on the generators of cones whose cross sections would be circles if the medium is isotropic and ellipses if it is birefringent. In the present case there must be four cones of total reflection of elliptic shape two having the normal type of polarisation and two of the reversed type of polarisation. Each cone will be accompanied by secondary maxima of interference. Such reflection spectra have been observed as bright curves on a dark field when monochromatic source is used. If however, the source is viewed through the crystal, corresponding extinction curves are seen as dark bands on a bright field. The pattern


Fig. 55 b. Reflection spectra of iridescent potassium chlorate. The angle of incidence of the white light is kept constant and azimuth varied in steps commencing from a setting nearly coinciding with the plane of symmetry and ending with one perpendicular to it. The transition from a doublet to a quartet, thence to a triplet may be noted. vanishes in the symmetry plane of the crystal and has its maximum clarity in the perpendicular plane. Hence the pattern observed consists of two pairs of crescents with their tips narrowing to sharp points fading off gradually as the symmetry plane is approached. Of the four components of extinction and reflection bands, two are polarised with their vibration direction parallel to the symmetry plane while the other two are perpendicular. to it.
60. Reflection at the surface of an absorbing anisotropic crystal. The first medium, from which light is incident on the surface of the anisotropic crystal, is assumed to be isotropic and non-absorbing. The formulae for the intensity and polarisation of the reflected and refracted waves in the case of transparent crystals were derived long ago by MacCullagh and Neumann and they are available in Pockels' Lehrbuch ([2], S. 183-211) and Szrvessy's article ([1], pp. 717-751) and is therefore not given here. The theory has been extended to absorbing crystals by Berek ${ }^{1}$, who has also devised several methods of investigating the optical properties of such crystals from a study of the light reflected from their

[^70]surface. It is only possible to discuss some of the more important results obtained in this very interesting series of papers. The original papers may be referred to for the detailed derivations and also for a review of earlier work in this field.
a) Oblique incidence. The general solution of the boundary equations for absorbing media is formally the same as for transparent media, except that the refractive index is complex, and consequently all the quantities involved, such as amplitudes of electric vectors, azimuth of polarisation etc. are also complex. The significance of the complex nature of these quantities is explained below. Complex quantities will be denoted by symbols in bold face italics ${ }^{1}$.

As with non-absorbing crystals, there would be, in absorbing crystals also, two refracted waves in general for any angle of incidence, which may be denoted by suffix 1 and 2, the former referring to the faster and the latter to the slower wave. Let $i$ be the angle of incidence in the first medium of refractive index $n_{0}$ and let $p$ and $s$ denote the two components parallel and normal to the plane of incidence. If $\boldsymbol{A}$ is the amplitude of the incident wave and $\boldsymbol{R}$ that of the reflected wave, then

$$
\left.\begin{array}{l}
\boldsymbol{R}_{p}=\frac{\boldsymbol{A}_{p}\left(\boldsymbol{R}_{p_{1}} \boldsymbol{A}_{s_{2}}-\boldsymbol{I}_{p_{2}} \boldsymbol{A}_{s_{s}}\right)-\boldsymbol{A}_{s}\left(\boldsymbol{R}_{p_{1}} \boldsymbol{A}_{p_{2}}-\boldsymbol{R}_{p_{2}} \boldsymbol{A}_{p_{1}}\right)}{\left(\boldsymbol{A}_{p_{1}} \boldsymbol{A}_{s_{2}}-\boldsymbol{A}_{p_{2}} \boldsymbol{A}_{s_{1}}\right)},  \tag{60.1}\\
\boldsymbol{R}_{s}=\frac{\boldsymbol{A}_{p}\left(\boldsymbol{R}_{s_{1}} \boldsymbol{A}_{s_{2}}-\boldsymbol{R}_{s_{2}} \boldsymbol{A}_{s_{2}}\right)-\boldsymbol{A}_{s}\left(\boldsymbol{R}_{s_{1}} \boldsymbol{A}_{p_{2}}-\boldsymbol{R}_{s_{2}} \boldsymbol{A}_{p_{2}}\right)}{\left(\boldsymbol{A}_{p_{2}} \boldsymbol{A}_{s_{2}}-\boldsymbol{A}_{p_{\mathbf{2}}} \boldsymbol{A}_{s_{\mathbf{s}}}\right)}
\end{array}\right\}
$$

where

$$
\left.\begin{array}{l}
2 \boldsymbol{A}_{p h}=\frac{\cos \boldsymbol{r}_{h} \cos \boldsymbol{\delta}_{h}}{\cos i}+\frac{\sin \boldsymbol{r}_{h} \cos \boldsymbol{\delta}_{h}}{\sin i}, \\
2 \boldsymbol{R}_{p h}=\frac{\cos \boldsymbol{r}_{h} \cos \boldsymbol{\delta}_{h}}{\cos i}+\frac{\sin \boldsymbol{r}_{h} \cos \boldsymbol{\delta}_{h}}{\sin i}, \\
2 \boldsymbol{A}_{s h}=\sin \boldsymbol{\delta}_{h}+\frac{\sin \boldsymbol{r}_{h}}{\sin i \cos i} \boldsymbol{m}_{h},  \tag{60.2}\\
2 \boldsymbol{R}_{s h}=\sin \boldsymbol{\delta}_{h}-\frac{\sin \boldsymbol{r}_{h}}{\sin i \cos i} \boldsymbol{m}_{h} .
\end{array}\right\}
$$

Here, $\boldsymbol{r}_{1}, \boldsymbol{r}_{2}$ are the (complex) angles of refraction of the two refracted waves, $\boldsymbol{\delta}$ is the azimuth of polarisation of the refracted wave with respect to the plane of incidence and $\boldsymbol{m}$ stands for

$$
\begin{equation*}
\boldsymbol{m}_{h}=\cos \boldsymbol{r}_{h} \sin \boldsymbol{\delta}_{h}+\sin \boldsymbol{r}_{h} \tan \boldsymbol{\tau}_{h} \tag{60.3}
\end{equation*}
$$

where $\tau_{h}$ is the angle between the ray and the wave normal, which may be obtained in terms of the components of the index tensor and the direction cosines of the wave normal.

The complex nature of the angle of refraction arises from the relation

$$
\left.\begin{array}{rl}
n_{0} \sin i & =\boldsymbol{n}_{h} \sin \boldsymbol{r}_{h}  \tag{60.4}\\
& =n_{h}\left(1-i \varkappa_{h}\right) \sin \boldsymbol{r}_{h} .
\end{array}\right\}
$$

The complex azimuth of polarisation means that the wave is not linearly, but elliptically polarised. If $\chi$ is the azimuth of the linearly polarised wave to which this is brought by a compensator producing a phase difference $\Delta$ between the perpendicular and parallel components, then

$$
\begin{equation*}
\tan \delta=\tan \chi \mathrm{e}^{i \Delta} \tag{60.5}
\end{equation*}
$$

${ }^{1}$ Note that this differs from the convention followed in other sections of this article. Further $\approx$ is also used in a different sense in this section (see Sect. 45).

Alternatively, if $\lambda$ is the azimuth of the major axis and $\omega$ the ellipticity, i.e., $\tan \omega=b / a$ then $\lambda$ and $\omega$ are related to $\chi$ and $\Delta$ as follows:

$$
\left.\begin{array}{rl}
\cos 2 \chi & =\cos 2 \omega \cos 2 \lambda,  \tag{60.6}\\
\sin \Delta & =\sin 2 \omega / \sin 2 \chi \\
\cos \Delta & =\frac{\sin 2 \lambda \cos 2 \omega}{\sin 2 \chi}
\end{array}\right\}
$$

Eq. (60.5) then becomes

$$
\begin{equation*}
\tan \delta=\frac{\sin 2 \lambda \cos 2 \omega+i \sin 2 \omega}{1+\cos 2 \lambda \cos 2 \omega} \tag{60.7}
\end{equation*}
$$

B) Normal incidence. In this case, $i=\boldsymbol{r}_{1}=\boldsymbol{r}_{2}=0$ and $\boldsymbol{m}_{b}$ becomes equal to $\sin \boldsymbol{\sigma}_{h}$. The two refracted waves are propagated in the same direction, and therefore the two ellipses have the same axial ratio and sense, but their axes are crossed (see Sects.42-49). Thus, $\omega_{1}=\omega_{2}$ and $\boldsymbol{\delta}_{2}=\frac{\pi}{2}+\boldsymbol{\delta}_{1}$. Further, there is no particular sense in talking of the parallel or perpendicular component of the incident amplitude, for the plane of incidence is not defined at all for normal incidence. We may therefore take $\boldsymbol{A}_{p}=A$ the amplitude of the incident linearly polarised wave, and $\boldsymbol{A}_{s}=0$.

Putting in these simplifying conditions in (60.1) and (60.2), we obtain

$$
\begin{align*}
& \frac{\boldsymbol{R}_{s}}{A}=\frac{\left(\frac{n_{0}}{\boldsymbol{n}_{2}}-\frac{n_{0}}{n_{1}}\right)}{\left(1+\frac{n_{0}}{n_{1}}\right)\left(1+\frac{n_{0}}{n_{2}}\right)} \sin 2 \delta_{1}, \\
& \frac{\boldsymbol{R}_{p}}{A}=-\left\{\frac{1-\frac{n_{0}}{n_{2}}}{1+\frac{n_{0}}{n_{2}}} \sin ^{2} \delta_{1}+\frac{1-\frac{n_{0}}{n_{1}}}{1+\frac{n_{0}}{n_{1}}} \cos ^{2} \delta_{1}\right\} . \tag{60.8}
\end{align*}
$$

The ratio of $\boldsymbol{R}_{s}$ to $\boldsymbol{R}_{p}$ which gives the complex azimuth of polarisation of the reflected wave, is

$$
\begin{equation*}
\frac{\boldsymbol{R}_{s}}{\boldsymbol{R}_{p}}=-\frac{\left(\frac{n_{0}}{n_{2}}-\frac{n_{0}}{\boldsymbol{n}_{1}}\right) \sin 2 \boldsymbol{\delta}_{1}}{1-\frac{n_{0}}{\boldsymbol{n}_{2}} \cdot \frac{n_{0}}{\boldsymbol{n}_{1}}+\left(\frac{n_{0}}{\boldsymbol{n}_{2}}-\frac{n_{0}}{\boldsymbol{n}_{1}}\right) \cos 2 \boldsymbol{\delta}_{1}} . \tag{60.9}
\end{equation*}
$$

If $\boldsymbol{R}$ stands for the resultant amplitude obtained by combining $\boldsymbol{R}_{s}$ and $\boldsymbol{R}_{p}$ then

$$
\begin{equation*}
\frac{\boldsymbol{R}}{A}=-\sqrt{\left\{\frac{1-\frac{n_{0}}{\boldsymbol{n}_{2}}}{1+\frac{n_{0}}{\boldsymbol{n}_{2}}} \sin \boldsymbol{\delta}_{1}\right\}^{2}+\left\{\frac{1-\frac{n_{0}}{\boldsymbol{n}_{1}}}{1+\frac{n_{0}}{\boldsymbol{n}_{1}}} \cos \delta_{1}\right\}^{2}} . \tag{60.10}
\end{equation*}
$$

The most interesting result is that $\boldsymbol{R}_{s}$ is not zero, i.e., there is a component in the reflected wave which is at right angles to the vibration direction of the polariser. Therefore, the field will not appear dark under crossed polariser and analyser and this phenomenon is known as the "anisotropy effect". The reflecting power under crossed linear analysers is

$$
\left.\begin{array}{rl}
\Re_{+}=\frac{\left|\boldsymbol{R}_{s}\right|^{2}}{A^{2}}= & \left(\sin ^{2} 2 \lambda_{1}+\cos ^{2} 2 \lambda_{1} \sin ^{2} 2 \omega_{1}\right) \times \\
& \times n_{0}^{2} \frac{n_{1}^{2}\left(1+\varkappa_{1}^{2}\right)+n_{2}^{2}\left(1+\varkappa_{2}^{2}\right)-2 n_{1} n_{2}\left(1+\varkappa_{1} \alpha_{2}\right)}{\left[n_{1}^{2}\left(1+x_{1}^{2}\right)+2 n_{0} n_{1}+n_{]}^{2}\right]\left[n_{2}^{2}\left(1+x_{2}^{2}\right)+2 n_{0} n_{2}+n_{0}^{2}\right]}  \tag{60.11}\\
= & \left(\sin ^{2} 2 \lambda_{1}+\cos ^{2} 2 \lambda_{1} \sin ^{2} 2 \omega_{1}\right) \cdot f\left(n_{0}, n, x\right), \quad \text { say. }
\end{array}\right\}
$$

Here, $\omega_{1}$ is the ellipticity of the two refracted waves, while $\lambda_{1}$ is the azimuth of the faster wave, with reference to the electric vector of the incident wave. It is readily verified that $\Re_{+}$is a minimum for $\lambda_{1}=0$ or $\frac{\pi}{2}$ and a maximum for $\lambda_{1}= \pm \frac{\pi}{4}$ the two values being

$$
\begin{equation*}
\Re_{+\min }=f\left(n_{0}, n, x\right) \sin ^{2} 2 \omega_{1} ; \quad \Re_{+\max }=f\left(n_{0}, n, x\right) . \tag{60.12}
\end{equation*}
$$

The ratio of the two gives the ellipticity directly. Thus,

$$
\begin{equation*}
\frac{\Re_{+\min }}{\Re_{+\max }}=\sin ^{2} 2 \omega_{1} \tag{60.13}
\end{equation*}
$$

and we have here a method of determining the ellipticity of the waves transmitted in any direction in the crystal, purely by observation on light reflected from its surface. The minimum intensity is zero only if there is no absorption. The reflecting power under crossed analysers is identically zero for all azimuths if $\boldsymbol{n}_{\mathbf{1}}=\boldsymbol{n}_{2}$ i.e., if the crystal is isotropic, or if the light is incident along the direction of single wave velocity.

The reflecting power $\Re=|\boldsymbol{R}|^{2} / A^{2}$ is also of interest. If the ellipticity is zero or small, this is given by

$$
\left.\begin{array}{rl}
\Re= & \sqrt{\left\{\frac{\left(n_{2}-n_{0}\right)^{2}+n_{2}^{2} \alpha_{2}^{2}}{\left(n_{2}+n_{0}\right)^{2}+n_{2}^{2} x_{2}^{2}} \sin ^{2} \lambda_{1}+\frac{\left(n_{1}-n_{0}\right)^{2}+n_{1}^{2} \varkappa_{2}^{2}}{\left(n_{1}+n_{0}\right)^{2}+n_{1}^{2} x_{1}^{2}} \cos ^{2} \lambda_{1}\right\}-4 n_{0}^{2} \sin ^{2} 2 \delta_{1}} \times  \tag{60.14}\\
& \times \frac{n_{1} x_{1}\left[n_{2}^{2}\left(1+x_{2}^{2}\right)-n_{0}^{2}\right]-n_{2} x_{2}\left[n_{1}^{2}\left(1+x_{1}^{2}\right)-n_{0}^{2}\right]}{\left[\left(n_{1}+n_{0}\right)^{2}+n_{1}^{2} \varkappa_{1}^{2}\right]\left[\left(n_{2}+n_{0}\right)^{2}+n_{2}^{2} \varkappa_{2}^{2}\right]} .
\end{array}\right\}
$$

This is maximum or minimum when $\lambda_{1}=0$ or $\pi / 4$ and the two values then correspond to the azimuth of the incident beam parallel to the vibration directions of the two transmitted waves. These are called the uniradial reflecting powers $\Re_{1}$ and $\Re_{2}$ and are given by

$$
\begin{equation*}
\Re_{h}=\frac{\left(n_{h}-n_{0}\right)^{2}+n_{h}^{2} x_{h}^{2}}{\left(n_{h}+n_{0}\right)^{2}+n_{h}^{2} \chi_{h}^{2}}, \quad h=1,2 . \tag{60.15}
\end{equation*}
$$

The difference between the two,

$$
\begin{equation*}
\Delta \Re=\Re_{2}-\Re_{1} \tag{60.16}
\end{equation*}
$$

may be called the "bireflection" of the section, analogous to the quantities birefringence and dichroism. It is interesting that the uniradial reflecting power and the bireflection (for normal incidence) depend only on the direction of the electric vector and its corresponding refractive index. One may thus talk of the three principal uniradial reflecting powers for the crystal:

$$
\Re_{\gamma}>\Re_{\beta}>\Re_{\alpha}
$$

Elegant formulae have been worked by BEREK ${ }^{1}$ also for the case when ellipticity is not small. Thus, the ratio of $\boldsymbol{R}_{s}$ to $\boldsymbol{R}_{p}$ in (60.9) may be written in the from

$$
\begin{equation*}
\frac{\boldsymbol{R}_{s}}{\boldsymbol{R}_{p}}=C+i D \tag{60.17}
\end{equation*}
$$

Consider in particular the settings of the polariser at $\pm \frac{\pi}{4}$ to the fast axis. Then $\lambda_{1}=-\frac{\pi}{4}$ and $+\frac{\pi}{4}$ for the two settings and we have from (60.7)

$$
\begin{equation*}
\tan \delta_{1}=\mp \cos 2 \omega+i \sin 2 \omega \tag{60.18}
\end{equation*}
$$

[^71]Putting this in (60.9)

$$
\begin{equation*}
\frac{\boldsymbol{R}_{s}}{\boldsymbol{R}_{p}}=\frac{1}{ \pm \frac{\boldsymbol{n}_{2} \boldsymbol{n}_{1}-n_{0}^{2}}{n_{0}\left(\boldsymbol{n}_{1}-\boldsymbol{n}_{2}\right)} \cos 2 \omega+i \sin 2 \omega} \tag{60.19}
\end{equation*}
$$

Using the absorption coefficient $k$ instead of the absorption index $x$ we may write

$$
\begin{equation*}
\boldsymbol{n}_{h}=n_{h}-i k_{h}, \quad h=1,2 \tag{60.20}
\end{equation*}
$$

when we have

$$
\begin{equation*}
\frac{\boldsymbol{R}_{s}}{\boldsymbol{R}_{p}}=\frac{1}{ \pm G \cos 2 \omega+i(\sin 2 \omega \mp H \cos 2 \omega)} \tag{60.21}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
G=\frac{1}{n_{0}} \cdot \frac{n_{2}\left(n_{1}^{2}+k_{1}^{2}\right)-n_{1}\left(n_{2}^{2}+k_{2}^{2}\right)+n_{0}^{2}\left(n_{2}-n_{1}\right)}{\left(n_{2}-n_{1}\right)^{2}+\left(k_{2}-k_{1}\right)^{2}},  \tag{60.22}\\
H=\frac{1}{n_{0}} \frac{k_{2}\left(n_{1}^{2}+k_{1}^{2}\right)-k_{1}\left(n_{2}^{2}+k_{2}^{2}\right)+n_{0}^{2}\left(k_{2}-k_{1}\right)}{\left(n_{2}-n_{1}\right)^{2}+\left(k_{2}-k_{1}\right)^{2}} .
\end{array}\right\}
$$

Comparing with (60.17)

$$
\left.\begin{array}{c} 
\pm G \cos 2 \omega=\frac{C}{C^{2}+D^{2}}  \tag{60.23}\\
\sin 2 \omega \mp H \cos 2 \omega=-\frac{D}{C^{2}+D^{2}}
\end{array}\right\}
$$

Denoting the quantities relating to the two settings of the polariser by the indices I and II, it may be shown that

$$
\left.\begin{array}{rl}
\sin 2 \omega & =-\frac{1}{2}\left\{\frac{D_{\mathrm{I}}}{C_{\mathrm{I}}^{2}+D_{\mathrm{I}}^{2}}+\frac{D_{\mathrm{II}}}{C_{\mathrm{II}}^{2}+D_{\mathrm{II}}^{2}}\right\}, \\
G & =\frac{1}{2 \cos 2 \omega}\left\{\frac{C_{\mathrm{I}}}{C_{\mathrm{I}}^{2}+D_{\mathrm{I}}^{2}}-\frac{C_{\mathrm{II}}}{C_{\mathrm{II}}^{2}+D_{\mathrm{II}}^{2}}\right\},  \tag{60.24}\\
H & =\frac{1}{2 \cos 2 \omega}\left\{\frac{D_{\mathrm{I}}}{C_{\mathrm{I}}^{2}+D_{\mathrm{I}}^{2}}-\frac{D_{\mathrm{II}}}{C_{\mathrm{II}}^{2}+D_{\mathrm{II}}^{2}}\right\} .
\end{array}\right\}
$$

For an account of the application of these formula to various crystal symmetries, the original paper should be referred to.

## II. Propagation of light in heterogeneous media.

61. Polycrystalline media. Most minerals nccur in nature as polycrystalline aggregates, consisting of a great number of optically anisotropic crystallites, variously oriented, firmly adhering to each other to form a coherent solid. It is therefore of importance for the study of the properties of such substances to work out a theory of the propagation of light in polycrystalline aggregates. The optical property of the single crystal, its birefringence, pleochroism, etc. would no doubt play a dominant role in determining the optical characteristics of the aggregate. For example, the greater the birefringence, the greater would be the coefficient of reflection at the intercrystalline boundaries. One could therefore explain the brilliant whiteness of pure marble as due to the strong birefringence of the constituent calcite crystallites. However, it is clear that a simple geometric theory is quite inadequate. For according to it when the crystallites are very small, one should expect the more numerous intercrystalline boundaries to reflect the incident light to a greater extent. Experiment shows the contrary result, namely that the more fine-grained the material is, the more deeply the light penetrates it. This suggests that wave optical principles have to be involked for a better understanding of the optical properties of polycrystalline aggregates.

We present below a theory developed by Raman and Viswanathan ${ }^{1}$ using a very simplified model for introducing random orientation for studying this problem. It is assumed that the crystallites are feebly birefringent, and are in very large numbers, but not numerous enough to completely extinguish the emergent light. To obtain the retardation due to the varying orientations of the individual crystallites, it is assumed that the plate of polycrystalline material consists of crystallites, cubical in shape having a common edge length $D$ completely filling up the available space. The three edges of the cube are assumed to be parallel to the principal axes of the index ellipsoid of the crystallite for which the indices are $n_{1}, n_{2}, n_{3}$. The varying orientation is introduced in the following manner. The incident light is supposed to be plane polarised with its vibration direction parallel to one set of edges of the cubical blocks, while the effective refractive index may be either $n_{1}, n_{2}$ or $n_{3}$ the respective probabilities for these being $p_{1}, p_{2}$ and $p_{3}$. One can see that when $p_{1}=p_{2}=p_{3}$ one gets the case of the random orientation of the crystallites while in the case when the $p$ 's have different values (provided $p_{1}+p_{2}+p_{3}=1$ ) one gets the case of a polycrystalline aggregate of any desired preferred orientation. For example $p_{1}=1$ and $p_{2}=p_{3}=0$ is the case of all the crystallites having a common refractive index for a particular direction of vibration while the indices may be different in the perpendicular direction. This case is quite often met with in polycrystalline aggregates. One serious draw-back of these assumptions is that the incident plane polarised disturbance would remain plane polarised in its passage through the plate. In an actual case the incident vibration would be transformed to an elliptic vibration and the parameter describing the ellipticity would alter from crystallite to crystallite. In spite of these serious limitations, these authors have been able to explain many observed phenomena. Finally the assumption has been made that the variation of the amplitude over different areas on the rear face of the plate may be ignored while only changes in the phase are taken into account.

Let the incident wave train be

$$
\begin{equation*}
y=\mathrm{e}^{\frac{2 \pi i}{\lambda}(c i-z)} \tag{61.1}
\end{equation*}
$$

and let there be $N$ cells along the direction of the thickness of the plate. When the wave has passed through $k_{1}$ cells of refractive index $n_{1}, k_{2}$ of $n_{2}$ and $k_{3}$ of $n_{3}$ before emerging from the plate, where

$$
\begin{equation*}
k_{1}+k_{2}+k_{3}=N, \tag{61.2}
\end{equation*}
$$

the optical path retardation is

$$
\begin{equation*}
\left(k_{1} n_{1}+k_{2} n_{2}+k_{3} n_{3}\right) D \tag{61.3}
\end{equation*}
$$

Now the number of ways in which $k_{1}, k_{2}$ and $k_{3}$ cells can be orientated along a row of $N$ cells so as to have refractive indices $n_{1}, n_{2}$ and $n_{3}$ is

$$
\begin{equation*}
\frac{N!}{k_{1}!k_{2}!k_{3}!} \tag{61.4}
\end{equation*}
$$

and the probability of occurence of each one of these cases is

$$
\begin{equation*}
p_{1}^{\bar{k}_{1}} p_{2}^{k_{2}} p_{3}^{k_{3}} . \tag{61.5}
\end{equation*}
$$

Hence the proportion of the total area of the rear surface of the plate from which a wave

$$
\begin{equation*}
\exp \left[\frac{2 \pi i}{\lambda}\left\{c t-z-\left(k_{1} n_{1}+k_{2} n_{2}+k_{3} n_{3}\right) D\right\}\right] \tag{61.6}
\end{equation*}
$$

[^72]emerges is equal to
$$
\frac{N!}{k_{1}!k_{2}!k_{3}!} p_{1}^{k_{1}} p_{2}^{k_{2}} p_{3}^{k_{3}} .
$$

Hence the emergent wave is

$$
\left.\begin{array}{rl}
y= & P \sum_{k_{1}+k_{2}+k_{3}=N} \frac{N!}{k_{1}!k_{2}!k_{3}!} p_{1}^{k_{1}} p_{2}^{k_{2}} p_{3}^{k_{3}} \times  \tag{61.7}\\
& \times \exp \left[\frac{2 \pi i}{\lambda}\left\{c t-z-\left(k_{1} n_{1}+k_{2} n_{2}+k_{3} n_{3}\right) D\right\}\right]
\end{array}\right\}
$$

where $P$ is introduced to take into account the loss of intensity of light due to reflections at the intercrystalline boundaries. From the multinomial theorem, (61.7) may be written as

$$
\begin{equation*}
y=P \mathrm{e}^{\frac{2 \pi i}{\lambda}(c t-z)}\left[p_{1} \mathrm{e}^{-\frac{2 \pi i}{2} n_{1} D}+p_{2} \mathrm{e}^{-\frac{2 \pi i}{\lambda} n_{2} D}+p_{3} \mathrm{e}^{-\frac{2 \pi i}{\lambda} n_{2} D}\right]^{N} \tag{61.8}
\end{equation*}
$$

The average refractive index of the medium is

$$
\begin{equation*}
n=p_{1} n_{1}+p_{2} n_{2}+p_{3} n_{3} \tag{61.9}
\end{equation*}
$$

hence if we set

$$
\nu_{1}=\left(n_{2}-n_{3}\right), \quad \nu_{2}=\left(n_{3}-n_{1}\right), \quad v_{3}\left(n_{1}-n_{2}\right)
$$

we have

$$
\left.\begin{array}{c}
n_{1}=n+\left(p_{2} \nu_{3}-p_{3} v_{2}\right), \quad n_{2}=n+\left(p_{3} v_{1}-p_{1} v_{3}\right),  \tag{61.10}\\
n_{3}=n+\left(p_{1} v_{2}-p_{2} v_{1}\right) .
\end{array}\right\}
$$

Since $d=N D$, substituting (61.10) in (61.8) and expanding in terms of a power series, one obtains

$$
\begin{equation*}
y=P\left\{\exp \frac{2 \pi i}{\lambda}(c t-z)-n d\right\} \times\left\{1-\frac{2 \pi^{2} D^{2}}{\lambda^{2}} \sum p_{1}\left(p_{2} \nu_{3}-p_{3} \nu_{2}\right)^{2}\right\}^{N} \tag{61.11}
\end{equation*}
$$

neglecting the third and higher powers of $\left(n_{1}-n_{2}\right)$, etc. as the birefringence is assumed to be small. Further a little algebra will show that

$$
\begin{equation*}
\sum p_{1}\left(p_{2} v_{3}-p_{3} v_{2}\right)^{2}=\sum p_{2} p_{3} v_{1}^{2} \tag{61.12}
\end{equation*}
$$

Hence (61.11) can be rewritten as

$$
\begin{align*}
y & =P \mathrm{e}^{\frac{2 \pi i}{\lambda}(c t-z)-n d}\left\{1-\frac{1}{N} \frac{2 \pi^{2} D d}{\lambda^{2}} \sum p_{2} p_{3} v_{1}^{2}\right\}^{N}  \tag{61.13}\\
& =P R \mathrm{e}^{\frac{2 \pi i}{\lambda}(c t-z-n d)} \tag{61.14}
\end{align*}
$$

where

$$
\begin{equation*}
R=\mathrm{e}^{-\frac{2 \pi^{2} D d}{\lambda^{2}} \Sigma p_{1} p_{2} \nu_{3}^{\frac{2}{3}}} \text { as } N \text { is large. } \tag{61.15}
\end{equation*}
$$

The ratio of the intensity of the transmitted light to that of the incident light is given by

$$
\begin{equation*}
\frac{I}{I_{0}}=P^{2} R^{2}=P^{2} \mathrm{e}^{-\frac{4 \pi^{2} D d}{\lambda^{2}}\left\{\Sigma p_{2} p_{\mathrm{g}}\left(n_{2}-n_{3}\right)^{2}\right\}} \tag{61.16}
\end{equation*}
$$

If the three axes of the cube have the same probability of being oriented in the direction of the incident light then $p_{1}=p_{2}=p_{3}=\frac{1}{3}$ and (61.16) reduces to

$$
\begin{equation*}
\frac{I}{I_{0}}=P^{2} \exp -\frac{8 \pi^{2} D d}{9 \lambda^{2}}\left(\sum n_{1}^{2}-\sum n_{1} n_{2}\right) . \tag{61.17}
\end{equation*}
$$

Raman and Viswanathan illustrate the significance of the formula (61.16) by the example that in a plate of alabaster 1 mm thick, taking $\lambda=5893 \AA$ and the principal refractive indices of gypsum (the constituent of alabaster) to be $n_{1}=$ 1.520, $n_{2}=1.523$ and $n_{3}=1.530$, the percentage tranismission for $D=1,0.5$ and $0.1 \mu$ are respectively $13.5,37$ and $82 \%$ thus showing that the plate approaches practically complete transparency as the crystallites approach colloidal dimensions. Also of interest is the case mentioned previously when $p_{1}=1, p_{2}=p_{3}=0$ i.e., when the crystallites are orientated with a common refractive index along one direction. In such a case for the direction of vibration for the incident light parallel to the common direction, the transmission is complete, while for a perpendicular direction of vibration there would be a considerable attenuation depending on the actual values of the probabilities and the refractive indices for that direction. Since the latter transmission is dependent on the thickness $d$, if the incident light is unpolarised the state of polarisation of the emergent light would vary with the thickness of the plate. These facts are confirmed in minerals like chalcedony ${ }^{1}$. These substances are very transparent for one particular direction of incident polarised light, while becoming practically opaque for a perpendicular vibration (almost reminiscent of the behaviour of thin tourmaline plates). The polarisation characteristics of the transmitted beam are also well explained by the theory.

The attenuated energy should obviously appear as diffracted radiation in the form of a halo in various directions surrounding the direction of the incident beam. Such a diffusion halo is actually observed in these crystals. According to this theory if the incident light is plane polarised the diffusion halo must also be perfectly plane polarised-a deduction not supported by experiment. This is actually the consequence of some of the simplifying assumptions regarding the orientation of the "cubical" crystallite blocks made in the theory. Experimental observations show that while this theory explains most satisfactorily the intensity and the state of polarisation of the transmitted beam it fails to account for the state of polarisation of the diffracted light.

It may be remarked in this connection that the study of these diffusion haloes by RAMAN ${ }^{2}$ and his collaborators have been very fruitful in the understanding of the anisotropic distribution of crystallites in various minerals like moonstone etc.
62. The Christiansen phenomenon in birefringent powders. Christiansen ${ }^{3}$ in 1884 discovered the beautiful phenomenon that goes after his name. To observe it some powdered isotropic solid like optical glass is put in a flat sided cell and then filled with a liquid whose refractive index is suitably adjusted by either varying its composition or its temperature. Beautiful chromatic effects are observed as the mixture becomes transparent for a restricted region of the spectrum for which the refractive index of the liquid coincides with that of the solid. This phenomenon is often used for the construction of monochromatic filtersparticularly in the infrared. Christiansen himself failed to observe the phenomenon in birefringent crystals. Recently Raman and Bhat ${ }^{4}$ have observed this phenomenon using powdered quartz, barium sulphate, calcium sulphate, lithium carbonate, and magnesium fluoride suspendend in suitable liquids. It

[^73]is found that provided the birefringence is small and the material is finely powdered, it is possible to observe the transmission exhibiting brilliant colours. It is also found that the light so transmitted is practically as monochromatic as that observed with isotropic powders. If the incident light is plane polarised the light transmitted is also completely plane polarised. The diffusion halo surrounding the direction of transmitted light however exhibits imperfect polarisation depending on various factors, including the fineness of the powder. Finally the colours of the diffusion halo are markedly different for the two components of the light vibration parallel or perpendicular to that of the incident light. The general features of these observations (except those regarding the state of polarisation of the light of the halo) have been explained by Raman and Viswanathan ${ }^{1}$ by an extension of the theory of the propagation of light in polycrystalline media presented in the last section.

The only difference in the theory is that some of the cubical elements of volume each of edge length $D$ is now considered as filled either by the liquid of refractive index $n_{l}$ or by the crystallites. We assume that the operative refractive index of any one block may either be $n_{1}, n_{2}, n_{3}$ with equal probabilities $p$ if it is a crystallite, or $n_{l}$ (with a probability $q$ ) if it is filled with the liquid. Hence

$$
\begin{equation*}
3 p+q=1 . \tag{62.1}
\end{equation*}
$$

If in the passage of $N$ cells $N-M$ happen to be solid blocks and $M$ liquid blocks then the probability of the occurrence of this event is

$$
\begin{equation*}
\frac{N!}{(N-M)!M!}(3 p)^{N-M} Q^{M} \tag{62.2}
\end{equation*}
$$

and again Eq. (61.2) becomes

$$
\begin{equation*}
k_{1}+k_{2}+k_{3}=N-M \tag{62.3}
\end{equation*}
$$

and the probability of occurrence of a state in which $k_{1}, k_{2}$ and $k_{3}$ cells in a row of $(N-M)$ cells can be oriented in such a manner as to have refractive indices $n_{1}, n_{2}$ and $n_{3}$ is

$$
\begin{equation*}
\frac{N-M}{k_{1}!R_{2}!k_{3}!}\left(\frac{1}{3}\right)^{N-M} . \tag{62.4}
\end{equation*}
$$

Following an identical procedure as in the previous derivation we get the ratio of the intensity transmitted to that of the incident radiation to be

$$
\begin{equation*}
\frac{I}{I_{0}}=R^{2}=\exp -\frac{4 \pi^{2} D d}{\lambda^{2}}\left\{p^{2} \sum\left(n_{2}-n_{3}\right)^{2}+p q \sum\left(n_{1}-n_{l}\right)^{2}\right\} \tag{62.5}
\end{equation*}
$$

This formula reduces to that deduced by Raman ${ }^{2}$ for an isotropic case.
The formula shows that the effect of birefringence is to diminish the interisity of the transmitted light for all wavelengths and one cannot therefore expect to observe the phenomenon unless the size of the particles is extremely small or the thickness of the cell is reduced to a minimum. When the chromatic effect due to difference in refractive indices is not there, the colour is determined by the factor $\lambda^{-2}$ (due to scattering by the large particles). However, if the birefringence is not very small, chromatic effects will be observable when the volume occupied by the powder is small compared to the volume of the liquid. All the limitations of the theory mentioned in the last section apply to this case also. Most of the deductions from the theory about the transmitted light have been verified by experiment.

[^74]
## III. Interference phenomena.

## a) Transparent crystals.

63. General discussion. a) Conditions of observation. The interference phenomena exhibited by crystals in polarised light are very well known and are perhaps the most colourful of phenomena observed in nature. In the case of transparent crystals both a polariser and an analyser are necessary to observe these effects. In this case they arise because every polarised ray incident on the plate splits up into two rays in orthogonal states of polarisation which suffer a relative path retardation on passing through the plate. Pairs of orthogonally polarised rays derived from the same point of the original source will be


Fig. 56. Schematic diagram of conoscopic arrangement. coherent and can interfere after resolution by an analyser. These interference phenomena are usually observed under two different experimental conditions. In the first case the incident light is very nearly parallel and the eye or the microscope is focussed on the crystalline specimen. If the specimen is a parallel plate it will exhibit a uniform tint over its area since the retardation at all points would be the same. This will not be so in the case of a specimen of varying thickness.

The second method of observation is by the use of, "convergent light", for example with the aid of the usual conoscopic arrangement given in Fig. 56 [see also Fig. 86b] an extended light source being placed below $B$. In this case the interference effects occur at infinity i.e., at the focal plane of the lens $L^{\prime}$. Each point $P^{\prime}$ in the focal plane is a focal point of a bundle of parallel rays emerging from the crystal in a particular direction. Since the retardation introduced by the plate varies with direction, the interference phenomenon varies over the field of view. Fig. 57a illustrates one particular ray incident on the crystal which splits into two on entering it, the final rays emerging from the crystal being parallel to the incident ray. The path retardation suffered by each ray should strictly speaking be calculated using the ray velocity. It must be noted. that in Fig. 57a any other ray incident on the plate in the same direction would be incoherent with the particular incident ray considered since by reference to Fig. 56 it may be seen that they originate from different points of the original luminous surface. Nevertheless for simplicity we consider the incident ray in Fig. 57 a as being normal to the portion of a plane wavefront as in Fig. 57b, the wave normal suffering refraction according to Snell's law. The path retardation suffered by a parallel wave front on passing through a parallel plate of isotropic medium is $n t \cos r$ where $n$ is the refractive index and $r$ the angle of refraction. In the present case if $n_{1}, n_{2}$ and $r_{1}$ and $r_{2}$ are respectively the refractive indices and the angles of refraction of the wave normals then the difference in the phase retardation suffered by the two components is

$$
\begin{equation*}
\Delta=\frac{2 \dot{\pi}}{\lambda}\left(n_{1} \cos r_{1}-n_{2} \cos r_{2}\right) t . \tag{63.1}
\end{equation*}
$$

The equation expresses the fact that $\Delta$ depends on the difference in the refractive index as well as the difference in the lengths $A L$ and $A N$. For normal incidence this is exactly equal to zero and even for oblique incidence, it can be shown that when the birefringence is small the second effect may be neglected in comparison
with the first. Then the expression can be written as ${ }^{1}$

$$
\begin{equation*}
\Delta=\frac{2 \pi}{\lambda} \cdot \frac{\left(n_{1}-n_{2}\right)}{\cos r} t \tag{63.2}
\end{equation*}
$$

where $r$ is the mean angle of refraction.

a

b

Fig. 57 a and $b$. The paths of (a) the rays, (b) the wave fronts travelling in a particular direction in a birefringent plate.
$\beta$ ) Interference effects in parallel light. As we have seen above, each point in the conoscopic figure is a focal point of a bundle of parallel rays emerging from the plate in a particular direction. We shall therefore first consider the closely connected problem of the interference effects in parallel light at normal incidence of a transparent crystal cut in any arbitrary direction when examined between an elliptic polariser $P$ and an elliptic analyser $A$ (Fig. 58). Since the crystal is transparent, the incident light of unit intensity will be split into two orthogonally polarised states $P_{1}$ and $P_{2}$ (in general elliptically polarised), whose intensities will be $\cos ^{2} \alpha_{1}$ and $\sin ^{2} \alpha_{1}$ respectively, where $2 \alpha_{1}$ is the angular distance of $P$ from $P_{1}$ on the Poincaré sphere. These states suffer a relative phase retardation $\Delta$ on passage through the plate, the state $P_{2}$ being taken to be the slower beam. The analyser $A$ at $2 \alpha_{2}$ from $P_{1}$ transmits fractions $\cos ^{2} \alpha_{2}$ and $\sin ^{2} \alpha_{2}$ of these beams; and as we have seen in Sect. $4 \beta$, Chap. A, the phase difference between the resolved components will be equal to ( $\Delta-\varphi$ ) where $-\varphi$ may be described as the phase retardation due to the processes of decomposition and analysation. Here $\varphi=\Varangle A P_{1} P$ taken to be positive if on looking from $P_{1}$ to $P_{2}$, an



Fig. 58. (a) Poincaré representation for computing the general intorference effects in parallel light. $P$ is the polariser, $A$ is the analyser, $P_{1}$ and $P_{2}$ the two elliptic states propagated unchanged in the crystal, $P_{\mathbf{g}}$ being the slower state. (b) The case when all the states become linear. anticlockwise rotation brings arc $\widehat{P_{1} P}$ to $\widehat{P_{1} A}$ ( $\varphi$ is also equal to $\Varangle P P_{2} A$ ). Thus the analyser $A$ transmits two beams of intensities $I_{1}$ and $I_{2}$ with a phase difference $\Delta^{\prime}$ between them given by .

$$
\begin{equation*}
I_{1}=\cos ^{2} \alpha_{1} \cos ^{2} \alpha_{2}, \quad I_{2}=\sin ^{2} \alpha_{1} \sin ^{2} \alpha_{2}, \quad \Delta^{\prime}=\Delta-\varphi \tag{63.3}
\end{equation*}
$$

[^75]Being in the same state of polarisation, the intensity obtained by the interference of the resolved components will be

$$
\begin{equation*}
I=I_{1}+I_{2}+2 \sqrt{I_{1} I_{2}} \cos \Delta^{\prime} \tag{63.4}
\end{equation*}
$$

This can be written as

$$
\begin{equation*}
I=\left[I_{1}+I_{2}+2 \sqrt{I_{1} I_{2}} \cos \varphi\right]-\left[2 \sqrt{I_{1} I_{2}}\left(\cos \dot{\varphi}-\cos \Delta^{\prime}\right)\right] . \tag{63.5}
\end{equation*}
$$

The first term is the intensity transmitted if $\Delta=0$ i.e. if the plate were absent and hence must be equal to $\cos ^{2} \frac{1}{2} \widehat{P A}$. Hence

$$
\begin{equation*}
I=\cos ^{2} \frac{1}{2} \widehat{P A}-2 \sqrt{I_{1} \bar{I}_{2}} \sin \frac{1}{2} \Delta \sin \left(\frac{\Delta}{2}-\varphi\right) \tag{63.6}
\end{equation*}
$$

The first term which only depends on the relative orientations of analyser and the polariser is known as the "white term" and does not depend on the wavelength, while the second term gives rise to the "subtraction colours" in white light, since it depends on the retardation introduced by the plate and hence on the wavelength. It may be noticed that when $\varphi$ is changed to $\varphi-\pi$ the sign of the second term in (63.6) changes; the colour is therefore changed to a complementary hue. The colours will be most vivid when the states of the polariser and analyser are orthogonal to one another when the white term vanishes, i.e. $\varphi=\pi$, and correspondingly the change from the original to the complementary hue will he most striking.

In the particular case when a linear polariser and a linear analyser are used and the medium possesses only linear birefringence, then $\alpha_{1}$ and $\alpha_{2}$ are the actual (numerical) inclinations of the polariser and analyser to the faster linear state $O P_{1}$ (Fig. 58b). Further since the states $P$ and $A$ lie on the same great circle passing through $P_{1} P_{2}$ namely the equator, $\varphi=0$ or $\pi$ according as the polariser and analyser are in the same quadrant or in different quadrants. In the general case however $\varphi$ can take values other than 0 or $\pi$. This is true even in the case of linearly birefringent media if the polarising and analysing states are not both linear (or when we are considering the effect of superposed plates). The last mentioned case can also be treated by the same formulae (63.3) and (63.4), since the effect of two such plates on the incident light is that of a single plate showing elliptic birefringence (see Sect. 74).
y) The phenomena in convergent light. Though the two classes of phenomena in parallel and convergent light present very different appearances, they. can be explained on the same broad principles, the basic difference between the two phenomena being in the location of the interference effects. Each point in the convergent light figure corresponds to a definite direction of propagation and the intensity $I$ at a point will be that observed in parallel light for the corresponding direction, being given by formulae (63.3) and (63.4). All the quantities in the formulae vary with the direction.

Considering for example the case of a plate cut approximately normal to the optic axis, as we proceed outwards along directions normal to the curves of constant retardation, the retardation $\Delta$ increases rapidly and the corresponding rate of variation of the intensity could usually be taken to be predominantly due to a change in $\Delta$. Interference rings would therefore appear along the directions in which the resolved components transmitted by the analyser are opposed in phase. The curves of minimum intensity will be given by

$$
\left.\begin{array}{rl}
\Delta^{\prime} & =(2 n+1) \pi  \tag{63.7}\\
\Delta & =(2 n+1) \pi+\varphi
\end{array}\right\}
$$

It must be remembered that $\varphi$ (which represents the phase retardation introduced by the process of decomposition and analysation) is not a constant over the field of view because the states $P_{1}$ and $P_{2}$ of the waves propagated depend on the direction of propagation. The curves of minimum intensity would therefore, in general, not coincide with the curves of constant retardation.

For a uniaxial crystal or a biaxial crystal of not too small axial angle the curves of minimum intensity could usually be constructed in the following way. The curve $\Delta=(2 n+1) \pi$ is draven and the radii vectors of this curve are increased by amounts corresponding to the additional retardation $\varphi$ ( $\varphi$ itself depending on the azimuth). The intensity at any point of the curve of minimum intensity is given by substituting $\Delta^{\prime}=\pi$ in (63.4) and is

$$
\begin{equation*}
I_{\min }=\cos ^{2}\left(\alpha_{1}+\alpha_{2}\right)=\cos ^{2}\left(\alpha_{1}^{\prime}+\alpha_{2}^{\prime}\right) . \tag{63.8}
\end{equation*}
$$

This is itself not constant over the curve of minimum intensity as the states of vibration of the beams propagated vary with the direction of propagation. The rings appear darkest along zones which have to be determined for each specific problem.

However in the particular case when the polariser and analyser are crossed we have $\varphi= \pm \pi$ and $\left(\alpha_{1}+\alpha_{2}\right)=\pi / 2$. In this case the curves of minmum intensity are perfectly dark and occur along directions for which $\Delta=2 n \pi$ as is also to be expected from physical considerations.

There may also exist lines in the field of view containing directions for which one of the states $P_{1}$ or $P_{2}$ propagated in the crystal coincides with the state of the polariser ( $P$ ) or the analyser (A) (i.e. $\alpha_{1}$ or $\alpha_{2}=0$ ). Along these lines and in a narrow band on either side of them, the interference effects would clearly be absent. If now the polariser and analyser are crossed with respect to each other then $P$ and $A$ would coincide with the states $P_{1}$ and $P_{2}$ and along these zones the intensity would now be zero. These zones are known as isogyres, and it is clear that their position does not depend on the thickness of the crystal but only on the state of polarisation of $P$ and $A$. If $P$ and $A$ are of the same state then the isogyres will be bright. More generally, if $P$ and $A$ are of different states two sets of isogyres will be observed. For an approximate discussion of the interference rings, particularly near the optic axis, the retardation $\Delta$ introduced by the plate can be taken to be proportional to the birefringence, the effects due to the variations in the thickness traversed being comparatively negligible.
64. Interference phenomena in inactive crystals. $\alpha$ ) Convergent light figures under crossed nicols. Consider all directions as passing through the centre of a sphere and defined as points of intersection with the surface (the portion of the spherical surface under consideration can for qualitative purposes be approximated by the plane of the paper). Thus each point on the sphere corresponds to point on the convergent light figure, which corresponds to a particular direction of propagation.

Fig. 59 represents the rings and the isogyres for a uniaxial crystal near the optic axis. The extraordinary ray is polarised in the radial direction. So the isogyres occur along the two perpendicular diameters representing the polarising and analysing states. The curves of constant birefringence are circles given by $\sin ^{2} W=$ const [Eq. (34.8)]. Hence the interference rings at $\delta=2 n \pi$ are circles whose radii are proportional to the square root of the natural numbers.

The case of a biaxial crystal where the optic axial angle is large and the plate is cut normal to one optic axis $N_{1}$ is illustrated in Fig. 60. The optic axial plane is indicated by the straight line in the diagram and $N_{1} N_{2}$ contains the $z$ direction.

The vibration direction of the faster wave obtained by the construction given in Sect. 34, Fig. 39a is shown. The lines of like polarisation are again diameters. When the crossed nicols have their planes along and perpendicular to the axial plane, the isogyre lies along the axial plane and when they are turned, the isogyre turns at twice the rate. Thus at the $45^{\circ}$ position the isogyre is a vertical brush, though it is slightly curved with the convex side facing the acute bisectrix (Fig. 60). The curves of constant birefringence are, from (34.7) circles $\sin U_{1}=$ const and hence the curves of minimum intensity are circles whose radii are proportional to the natural numbers.

In the case of a biaxial crystal cut normal to the actute bisectrix (Fig. 61) the directions of vibration at any point are obtained by bisecting the angle sub-


Fig. 59. Conoscopic figure in uniaxial crystal (nonoptically active) in a section normal to the optic axis.


Fig. 60. Conoscopic figure in a biaxial inactive crystal (2V being large) when the plate is cut normal to the optic axis.
tended at the point by the two optic axial directions (Fig. 39a) externally and internally. The internal bisector represents the slower wave in a positive crystal.

The curves of like polarisation are rectangular hyperbolae passing through the optic axes the vibration directions on any point of the hyperbola being parallel to the asymptotes. Conversely for any setting of the crossed nicols the isogyres will be rectangular hyperbolae with the asymptotes parallel to the vibration directions of the polariser and the analyser. The isogyres turn round in a peculiar manner when the crossed polaroids are rotated. The curves of equal birefringence are lemniscates with $\sin u_{1} \sin u_{2}=$ const [Eq. (34.7)].
ß) The convergent light figures with a linear polariser and a circular analyser. Determination of the optical sign of a crystal. Let us consider the case when the incident light is linearly polarised so that the point $P$ (Fig. 62) on the Poincaré sphere is on the equator and a left circular analyser (which is transparent for left circularly polarised light $L$ ) is set after the plate. Such a circular analyser is obtained by a combination of a $\lambda / 4$ plate backed by a linear analyser at the suitable azimuth. In this case Fig. 58a gets transformed to Fig. 62 and we have $2 \alpha_{2}=\frac{\pi}{2}$ and $\varphi= \pm \frac{\pi}{2}$ the upper or lower sign being chosen according as the azimuth $\psi$ of the faster state $P_{1}\left(\alpha_{1}=|\psi|\right)$ with respect to the polariser is positive ( 0 to $\frac{\pi}{2}$ ) or negative ( 0 to $-\frac{\pi}{2}$ ). Thus according to (63.3) the phase difference $\Delta^{\prime}$ between the resolved components transmitted by the analyser is greater or
smaller than $\delta^{1}$ by $\pi / 2$ according as the azimuth of the faster state $P_{1}$ with respect to the incident vibration is (a) positive (0 to $\frac{\pi}{2}$ ) or (b) negative ( 0 to $-\frac{\pi}{2}$ ). Accordingly from (63.7) in the zones given by (a) (i.e. $\psi=0$ to $+\frac{\pi}{2}$ ) the curves of minimum intensity occur at $\delta=\left(2 n+\frac{1}{2}\right) \pi$ while in the zone (b) they occur at $\delta=\left(2 n+\frac{3}{2}\right) \pi$. Thus the curves of minimum intensity shift by quarter of a fringe in opposite directions with respect to the curves $\delta=2 n \pi$, which would be obtained without the $\lambda / 4$ plate when the analyser is crossed with respect to the polariser. However the curves are still lemniscates in each of the two zones (a) and (b). The intensity obtained by substituting the relevant quantities in (63.3) and (63.4) is given by

$$
\begin{equation*}
I=\frac{1}{2}[1-\sin 2 \psi \sin \delta] . \tag{64.1}
\end{equation*}
$$

Clearly there will be no interference along the zone of directions for which $\psi=0$.


Fig. 61. Conoscopic figure in a biaxial inactive crystal cut normal to the acute bisectrix. The directions of vibration at a point are indicated.


Fig. 62. Poincaré construction for convergent light figures observed in inactive birefringent crystals with a linear . polariser $P$ and a left circular analyser $L(A)$.

The shift of the fringes mentioned above may be used to determine the optical sign of a crystal. Consider for example the case illustrated in Fig. 63a, where a biaxial crystal is viewed through a left circular analyser. For any setting of the polariser, for regions in the field of view where the isogyres would normally occur $\psi=\alpha_{1}=0$. Also, for any point in the field of view the vibration direction which internally bisects the angle between the lines proceeding from that point to the two optic axes represents the slower wave if the crystal is optically positive and the faster wave if it is negative. Considering for example the former case, let the polariser be at an azimuth $\pi / 4$ with respect to the line joining the acute angle between the optic axes. The convex side of the line of line polarisation will correspond to zone (b) while the concave side to zone (a) mentioned above. Hence the rings would contract on the convex side of the line of like polarisation (the band in Fig. 63a) and expand on the concave side. The reverse would be true if the crystal is optically negative. If however the polariser direction is at $-\frac{\pi}{4}$ then the rings would contract on the concave side and expand on the convex side for an optically positive crystal.

[^76]It may be noticed that from Eq. (63.8) that the intensity at any point of a curve of minimum intensity is $\cos ^{2}\left(\frac{\pi}{4}+|\psi|\right)$ which vanishes only at $\psi= \pm \frac{\pi}{4}$. Hence in the neighbourhood of the optic axes the rings are perfectly dark along an axial plane and they slowly fade away as we approach the curve of like polarisation on crossing which the shift of the ring system occurs.

In the above discussion we have considered the case when a left circular analyser is employed. For this the quarter wave plate is with its fast axis at $\beta=+\frac{\pi}{4}$ with respect to the plane of analysation. We have not specified the actual orientation of the analysing nicol as it is quite immaterial.


Fig. 63 a and $b$. Convergent light figure with linear polariser and left circular analyser. (a) Polariser $+\frac{\pi}{4}$ to $N_{1} N_{2}$ and crystal $+v e$ or polariser $-\frac{\pi}{4}$ to $N_{1} N_{2}$ and crystal -ve. (b) $P$ at $\frac{\pi}{4}$ to $N_{1} N_{2}$ crystal $-v e$, or $P$ at $-\frac{\pi}{4}$ to $N_{1} N_{2}$ crystal $+v e$.

If a right circular analyser is used the sign of $\varphi$ (Fig. 62) would change and the intensity at any point of the field would again be given by the same expression (64.1) except that a fositive sign should be attached to the second term.

By a similar method the case of a circular polariser with a linear analyser could be treated. It may be remarked that when the polariser and analyser are crossed the effects observed on introducing a $\lambda / 4$ plate at $45^{\circ}$ above or below the crystal plate are the same.
65. Convergent light figures in transparent optically active crystals. $\alpha$ ) General description of the phenomena. Transparent optically active crystals in sections normal to the optic axes show a simple rotation of the plane of polarisation. We have seen that this arises because along an optical axial direction, the two waves propagated are circularly polarised in opposite senses, the left circular vibration being propagated with a greater velocity when the rotatory power is positive (laevo rotation for an observer looking at the source). The general treatment given in Sect. $63 \beta$ for the colours appearing when a crystal is viewed between a polariser and an analyser is equally applicable to the present case, with $\Delta=2 \varrho$, though for sections of usual thickness, the colour phenomena are only vivid in the case of crystals like quartz which possess considerable optical activity. While in linearly birefringent crystals, the dispersion of birefringence i.e. of ( $n_{1}-n_{2}$ ) is usually negligible, in quartz the large dispersion of circular birefringence contributes appreciably to the colour phenomenon. This is used in the biquartz -the analogue of the Bravais plate-for a sensitive determination of the azimuth of a linear vibration.

In the biquartz the two halves are of left and right rotating quartz, the rotation for yellow being $90^{\circ}$. When the linear analyser has been set parallel to the incident
vibration, the two halves are matched showing the sensitive tint of passage. If the analyser is rotated slightly in one direction the blue component is cut off in one half and the red in the other, causing a noticeable difference in the tints. With large thicknesses of quartz between polariser and analyser along the optic axis, if white light is used, no colours are visible, but the phenomena are still present and the subtraction of colours of different wave lengths can be observed in the channelled spectrum of the transmitted beam. It is interesting to remark that the rotatory dispersion of quartz was used by Wood ${ }^{1}$ to separate the $D_{1}$ and $D_{2}$ lines of sodium by choosing a suitable thickness of quartz for which the difference in the rotation for the two wavelengths was fairly large and cutting off one of them by a linear analyser.

For directions other than the optic axis the waves propagated are in two orthogonally polarised elliptic states. The major axes of the ellipses lie along the two principal planes of linear birefringence, which are determined by the usual construction for inactive crystals (Sect. 34, Fig. 39a). The ellipticity of the states are given by the equation $\tan |2 \omega|=2 \rho / \delta$, their relative phase retardation per unit distance being given by $\Delta=\sqrt{\delta^{2}+(2 \varrho)^{2}}$. In the reighbourhood of an optic axis, if we may regard $\varrho$ as constant, the ellipticity remains the same along the curves of constant linear birefringence. As we proceed away from the optic axis the ellipticity diminishes rapidly and the vibrations tend to become linearly polarised as in an inactive crystal and $\Delta \approx \delta$, since the square of the ellipticity may be neglected.

Thus, in the optic axial figures in convergent light between crossed polaroids, the isogyres appear dark only far away from the optic axis and fade away as the optic axis is approached. However this effect is best observed only in the case of a crystal possessing high optical activity. As we have seen in Sect. $63 \gamma$ the curves of minimum intensity are perfectly dark and occur at $\Delta=2 n \pi$. If we regard $\varrho$ as constant in the vicinity of an optic axis, the curves of minimum intensity are circles very close to the optic axis and become leminiscates at larger distances.

The optic axial direction itself usually appears bright and it can be extinguished by rotating the analyser with respect to the polariser. Hence the interference figures observed when the analyser is not crossed with respect to the polariser are of more interest here than in the corresponding case in inactive crystals.
B) Interference figures in quartz with linear polariser and analyser in a general setting. In this and the following sections we shall confine ourselves to the interference figures exhibited by quartz although the same treatment may be extended in a straightforward manner to other crystals, uniaxial or biaxial.

For any general setting of the polariser and the analyser the behaviour at the border of the figure should approximate to that of an inactive crystal. We have seen in Sect. 63 that for an inactive crystal the phase difference $-\varphi$ introduced by the processes of decomposition and analysation is 0 or $\pi$, the first case obtaining when the polariser and the analyser directions are contained in the same quadrant between the principal planes. Thus, in the acute sector in the field of view defined by the two diameters parallel to the polariser and the analyser vibrations $P$ and $A$, as also in the acute sector defined by two lines perpendicular to these vibrations, the dark rings occur at $\Delta=2 n \pi$. In the remaining sectors they occur at $\Delta=(2 n+1) \pi$. However, the elliptical polarisation of the waves manifests itself as we approach the optic axis and $-\varphi$ is not restricted to the two values 0 or $\pi$ but varies continuously as we proceed round a

[^77]circle described about the optic axis. As a consequence, the discontinuity in the ring system is smoothened out and towards the centre ofthe field of view, the rings take the form of squares with rounded corners. The directions at which the corners occur can be discussed using the Poincare sphere.

Along any direction represented by $Q$ on the convergent light figure (Fig. 64) two crossed elliptic vibrations are propagated. Let the polar coordinates of $Q$


Fig. 64. The origin $O$ represents the optic axial direction. $O P$ is a vertical line. Along any point $Q$ on the convergent light figure the two ellipses propagated for a non-absorbing optically active birefringent crystal are marked. be $r, \vartheta$ (where the origin $O$ represents the optic axial direction and $O P$ is parallel to the vibration direction of the polariser). Then, since quartz is a positive crystal, $\vartheta$ is also the azimuth of the major axis of the slower vibration $P^{\prime}$. Hence if the ellipticity of this slower wave be $\varepsilon$ the state $P^{\prime}$ will be represented on the Poincare sphere by a point of longitude $2 \vartheta$, while its latitude is numerically equal to $2 \varepsilon, \varepsilon$ being positive or negative according as the crystal is optically right or left handed. We shall first consider the case of a right handed crystal in which case the point $P^{\prime}$ lies in the upper hemisphere (Fig. 65a). In what follows the main point to remember is that, as the representative point $Q$ goes round a circle described about the optic axis, the corresponding state on the Poincare sphere goes round a parallel of latitude. For a general setting $A$ of the analyser we have $\varphi=\Varangle P P^{\prime} A$, and this is positive or negative according as the azimuth $\psi$ of, the analyser with respect to $O P$ is negative $\left(0\right.$ to $\left.-\frac{\pi}{2}\right)$ or positive $\left(0\right.$ to $\left.\frac{\pi}{2}\right)$,


Fig. 65 a and b. Poincaré representations for computing the interference figure obtained in quartz with a linear polariser and analyser in a general setting.
the former case being illustrated in the Fig. 65a. As the analyser is rotated in a clockwise direction, $\varphi$ increases and the rings will expand according to the construction of the curves of minimum intensity given in Sect. $63 \gamma$.

For a fixed setting of $P$ and $A$, in order to find the orientations of the maximum and minimum radii of the quadratic curves, we have to find the positions at which $\varphi$ becomes maximum and minimum as $P^{\prime}$ goes round the small circle. For this we note that $\Varangle P_{a} P^{\prime} A_{a}=\Varangle P P^{\prime} A=\varphi$ while $\Varangle A_{a} P^{\prime} P=\Varangle A P^{\prime} P_{a}=\pi-\varphi$. The numerical value of $\varphi$ attains a maximum for the position $P_{1}^{\prime}, P_{2}^{\prime}$ indicated in Fig. 65b for which the azimuths $\vartheta_{1}$ and $\vartheta_{2}$ of the major axes bisect internally and externally the acute angle between the polariser and analyser vibration directions. On the other hand, for positions $P_{3}^{\prime}$ and $P_{4}^{\prime}$ the supplement of $|\varphi|$ attains a maximum value, i.e. $|\varphi|$ attains a minimum value. If the azimuth
of the analyser is negative, $\varphi$ is always positive. Hence to obtain the curve of minimum intensity, we have to draw the circular curves $\Delta=(2 n+1) \pi$ and increase the radii of the circles by amounts variable with direction. These increments attain their maximum values along the internal and external bisectors of the vibration directions of the polariser and the analyser and their minimum value along directions inclined at $\pi / 4$ to the former. The "quadratic curves" in this case are illustrated in Fig. 66. On the other hand, when the analyser azimuth is positive ( 0 to $+\frac{\pi}{2}$ with respect to the polariser), the greatest contractions


Fig. 66. Quadratic curves in basal section of quartz.
Fig. 67. Poincaré representation for intensity transmitted in a basal section of quartz with circular polariser ( $L$ ) and a linear analyser ( $A$ ).

The intensity for different points on the curve of minimum intensity is given by

$$
\begin{equation*}
I_{\min }=\cos ^{2} \frac{1}{2}\left(2 \alpha_{1}^{\prime}+2 \alpha_{2}^{\prime}\right) \tag{65.1}
\end{equation*}
$$

The quantity $\left(2 \alpha_{1}^{\prime}+2 \alpha_{2}^{\prime}\right)$ has also its turning points at $P_{1}^{\prime}, P_{2}^{\prime}, P_{3}^{\prime}$ and $P_{4}^{\prime}$ as $P$ goes round the circle and it can be easily verified that the expression becomes zero at $P_{3}^{\prime}$ and $P_{4}^{\prime}$ and has a maximum value of $\cos ^{2} P P_{1}^{\prime}$ at $P_{1}^{\prime}$ and $P_{2}^{\prime}$. Thus the quadratic curves always appear darkest along the azimuths bisecting internally and externally the angle between the polariser direction and a direction crossed with respect to the analyser. For the same reason, when the optic axis is extinguished, a central cross is formed whose arms point to the dark portions of the quadratic curve.

It may be noticed that only when the analyser is at a positive azimuth with respect to the polariser do the darkest portions occur at the corners of the quadratic curves. Otherwise they occur at the centres of the sides.

All the above discussions apply to a right-handed crystal. For a left handed crystal the point $P^{\prime}$ will be in the lower hemisphere. It may be readily verified that the figure exhibited at any setting of the polariser and analyser for a lefthanded crystal would be the same as that exhibited by a right-handed crystal when the vibration directions of polariser and the analyser are interchanged. In the case of the left handed crystal the rings expand for an anti-clockwise rotation of the analyser. This is contrary to the behaviour of a right handed crystal and may be used for the determination of the sign of the rotatory power.

Corresponding results could be derived for biaxial crystals. The curves of minimum intensity near an optic axis will be elongated in only one direction. At the proper setting of the analyser the optic axis is extinguished by a single bar instead of a cross ${ }^{1}$.

ү) Spiral figures in a single basal section of quartz ${ }^{2}$. We shall discuss the case when a left circular polariser represented by $P$ (at $L$, Fig. 67 ) is used and a linear analyser (Fig. 64) is set behind a basal section of right handed quartz. As the point $P^{\prime}$ moves along the small circle in an anticlockwise direction, $2 \vartheta$ increases from $0 \rightarrow \frac{\pi}{2} \rightarrow \pi \rightarrow \frac{3 \pi}{2} \rightarrow 2 \pi$ and correspondingly $\varphi\left(\Varangle P P^{\prime} A\right)$ increases from $-\pi \rightarrow-\frac{\pi}{2} \rightarrow 0 \rightarrow+\frac{\pi}{2} \rightarrow+\pi$.

The curves of minimum intensity are given by ( 63.7 )

$$
\begin{equation*}
\Delta=2 n \pi+(\pi+\varphi) . \tag{65.2}
\end{equation*}
$$

Hence along the circle $\Delta=2 n \pi$ the phase difference between the resolved components falls short of $(2 n+1) \pi$ by an angle $(\pi+\varphi)$ which increases continuously with the azimuth $\vartheta$ and which in fact becomes exactly equal to twice the azimuth at $\vartheta=m \frac{\pi}{4}$. The curves of minimum intensity obtained by correspondingly increasing the radii vectors of the circle $A=2 n \pi$ would therefore consist of two mutually enwrapping left-handed spirals related to one another by a rotation of $\pi$. The expression for $\varphi$ could be obtained from the spherical triangle $A P^{\prime} P$ and this expression could be used to study the form of the spirals in greater detail. Close to the optic axis the point $P^{\prime}$ would be nearer the pole so that $\varphi \approx-(\pi-2 \vartheta)$. Further the linear birefringence varies approximately as the square of the distance $r$ from the optic axis. Hence close to the optic axis the equations to the spirals using (5.2) and (65.2) are given by ${ }^{3}$

$$
\begin{equation*}
\Delta=\sqrt{A r^{2}+4 \varrho^{2}}=2 n \pi+2 \vartheta . \tag{65.3}
\end{equation*}
$$

If the spirals are extrapolated to the origin (where they actually fade away) the common tangent at the origin will be at an azimuth of - $\varrho$ (Fig. 68) [the negative sign has to be attached as the spiral is left handed and at the azimuth $\vartheta=\pi / 2$, it passes through the point $\Delta=\pi / 2]$.

Towards the border, the figure must tend to the form which we have discussed in the case of inactive crystals (Sect. $63 \gamma$ ). The transition occurs by way of a non-uniform rate of increase of the arm of the spiral, which manifests itself as kinks along the vertical and horizontal directions. These assume the form of discontinuities towards the border of the figure.

The variation of intensity along the spiral may be studied with sufficient accuracy by considering the variation of $\cos ^{2}\left(\alpha_{1}^{\prime}+\alpha_{2}^{\prime}\right)\left[\mathrm{Eq}\right.$. (65.1)] as $P^{\prime}$ goes round the small circle, the arc $2 \alpha_{1}^{\prime}$ being constant. The arc $\alpha_{2}^{\prime}$ acquires its minimum value of $2 \varepsilon$ at $2 \vartheta=0$ and its maximum value of $\pi-2 \varepsilon$ at $2 \vartheta=\pi$. Further the sum $2 \dot{\alpha}_{1}^{\prime}+2 \alpha_{2}^{\prime}$ lies between the limits $\pi / 2$ and $\pi$ for directions close to an optic axis (where $2 \varepsilon>\frac{\pi}{4}$ ). Hence the arcs of the spirals appear darkest along the

[^78]diameter perpendicular to the plane of vibration of the analyser. It must be emphasised that this does not hold at greater angular distances, $2 \varepsilon<\frac{\pi}{4}$, so that towards the border of the figure the zones above which the rings appear darkest are $45^{\circ}$ to the plane of the analyser as in inactive crystals.

If the polarising state $(L)$ is changed to its opposite state $(R)$ and the analyser is rotated to its orthogonal state there will be no change in the observed figure since $\varphi$ (in Fig. 67) remains unaltered and $2 \alpha_{1}^{\prime}$ and $2 \alpha_{2}^{\prime}$ are changed to their supplements.

We may summarise the above results in a form applicable both to right and left rotating sections of quartz. The hand (left or right) of the spirals observed


Fig. 68.


Fig. 68. Spiral curves observed in a basal section of quartz with a circular polariser and a linear analyser.

Fig. 69. Arry's spirals. Poincaré representation to prove that in parallel light two equal sections of quartz (first lefthanded and the second right-handed) superposed with the corresponding principal planes coinciding, is equivalent to a single optically inactive birefringent plate.
with a circular polariser and a linear analyser is opposite to that of the quartz. When the hand of the circular polariser is opposite to that of the quartz, the common tangent to the spirals at the origin is at an azimuth- $\varrho$ with respect to the analyser vibrations where $\varrho$ is the optical rotation of the basal section measured with the usual sign convention. Close to the optic axis the spirals appear darkest along the diameter normal to the vibration direction of the analyser. A change in the hand of the circular polariser merely rotates the entire figure through a right angle.

From Fig. 67 it is seen that when the polarising and the analysing states are interchanged, only the sign of $\varphi$ is altered. The same result is obtained by the change of the sign of $2 \vartheta$. Hence the spiral figures exhibited with a linear polariser and a circular analyser may be derived from the figure obtained when the polariser and the analyser are interchanged by reflecting the latter about the plane of vibration of the anàlyser.

ס) Airy's spirals due to two superposed basal sections of quartz. Let us first consider the case when parallel light is incident normally on two superposed sections of quartz, the first being left handed and the second right handed; it is further supposed that both plates are of the same thickness and cut at the same angle to the optic axis, being superposed such that the corresponding principal planes of the two plates are in coincidence.

Referring to Fig. 69; the state of the faster elliptic vibration of ellipticity $\varepsilon$ propagated in the first plate is represented by the point $A_{1}$ of latitude $2 \varepsilon$. The state of the faster vibration propagated in the second plate will then be represented
by the point $A_{2}$, which has the same longitude as $A_{1}$ but has a latitude $-2 \varepsilon$. In order to combine the action of the two successive plates, we construct the isosceles triangle $A_{1} X A_{2}$ as indicated in Fig. 69, the base angles $\Varangle A_{2} A_{1} X$ and $\Varangle X A_{2} A_{1}$ being both equal to $\Delta / 2, \Delta$ being the retardation of each plate.

We now apply the theorem for compounding rotations given in Fig. 8 of Sect. $5 \beta$. An anticlockwise rotation of the sphere about $A_{1}$ through twice the internal angle at $A_{1}$ (representing the action of the first plate) followed by an anticlockwise rotation about $A_{2}$ through twice the internal angle at $A_{2}$ (representing the action of the second plate) is equivalent to a single rotation about the axis $X$ lying on the equator (Fig. 69) through twice the external angle at $X$. In other words, the combination is equivalent to a single optically inactive birefringent plate of retardation $\delta^{\prime}$, the faster vibration direction being at an azimuth $-\alpha$ with respect to the common principal plane of the quartz plates (containing the major axis of the faster ellipse propagated in each plate). From the spherical triangle $A_{1} X X_{0}$ we have

$$
\begin{equation*}
\tan 2 \alpha=\tan \frac{1}{2} \Delta \sin 2 \varepsilon \tag{65.4}
\end{equation*}
$$

We now proceed to consider the convergent light figures exhibited by two superposed basal sections of quartz of equal thickness, the first being left handed and the second right handed. Since for any particular direction of propagation the combination behaves like an inactive crystal between crossed nicols, we should expect the appearance of "isogyres" along the zones where the equivalent planes of the combination coincide with the vibration direction of the polariser and analyser. The "isogyres" would not however take the form of a uniaxial cross since the equivalent principal planes for any particular direction of propagation do not coincide with the principal planes of the individual plates. If the azimuth of any point in the field of view with respect to the vibration direction of the polariser be as usual denoted by $\vartheta$ (Fig. 64), then dark isogyres obviously occur where $\vartheta=\alpha$ or $\frac{\pi}{2}+\alpha$ so that the "isogyres" will occur at

$$
\begin{equation*}
\tan 2 \vartheta=\tan \frac{1}{2} \Delta \sin 2 \varepsilon \tag{65.5}
\end{equation*}
$$

This takes the form of four mutually enwrapping left handed spirals ${ }^{1}$. This may be seen particularly for directions close to the axis where, as a first approximation by setting $\sin 2 \varepsilon=1$ in Eq. (65.5) the isogyres would be determined by [see Eq. (65.3)]

$$
\begin{equation*}
\Delta=\sqrt{A \dot{\gamma}^{2}+4 \varrho^{2}}=2 n \pi+4 \vartheta \tag{65.6}
\end{equation*}
$$

These dark curves consist of four left hand spirals, each of which is rotated by $90^{\circ}$ with respect to the adjacent one. At the centre the spirals touch two perpendicular lines inclined at an angle $\varrho / 2$ (since $\Delta=2 \varrho$ at the optic axis) to the planes polarisation and analysation on the left hand; where $\varrho$ is the rotation of the plane of polarisation produced by any one of the plates.

In addition we have the usual circular curves where the retardation $\delta^{\prime}$ of the equivalent plate is a multiple of $2 \pi$ and it can be shown from Fig. 69 that these will coincide with the circles $\Delta=2 n \pi$. The sense of description of the AIry's spiral is reversed when the right handed plate is placed first, because the sign of $\alpha$ in Fig. 69 would then be changed.

## b) Absorbing inactive crystals.

66. General introduction. Very remarkable optical phenomena are exhibited by absorbing crystals in the vicinity of the optic axes. Thus Brewster discovered

[^79]long ago that, when an extended source of unpolarised light is viewed through a highly dichroic crystalline plate cut normal to one of the optic axes, two dark brushes-the Brewster's brushes-are seen. In the interference between crossed polaroids the dark isogyres do not in general pass through the optic axial directions as they do in the case of transparent crystals. These phenomena can be broadly explained using the approximate theory mentioned in Sect. 43 where the waves propagated along any direction are taken to be linearly polarised. We have seen however that according to the rigorous theory the two waves are really elliptically polarised with non-orthogonal states. Corresponding to this we meet with phenomena which have no parallel whatsoever in the case of transparent crystals. Thus, if the incident light is polarised, then even without an analyser behind the plate, feeble interference phenomena-the idiophanic ringsare seen. These arise because the two beams into which the incident light is decomposed along any direction can directly interfere with one another as they are not orthogonally polarised. More striking is the fact that, with an analyser behind the plate, idiophanic interference rings appear even with the incident light completely unpolarised. The explanation of this phenomenon leads us to the concept of the partial coherence between the component non-orthogonal beams into which the incident unpolarised light is split.

We shall not be dealing with the case of uniaxial crystals, because from the demands of symmetry itself the dichroism will necessarily be weak for directions near the optic axis, and hence the phenomena observed are usually not of such great interest. The interference phenomena exhibited by such crystals have been extensively dealt with by Szivessy [ 1 ], Роскels [2].

Consider all directions as passing through the centre of a sphere and defined by their intersections with the spherical surface (Fig. 70a). The regions surrounding the optic axis $N_{\mathrm{L}}$ which we take as the origin may be approximated by the plane of the paper, the plane $N_{1} N_{2}$ representing the axial plane. We shall be considering the case when the optic axial angle is not very small although the extension to that case is fairly straight forward ${ }^{1}$. $N_{2}$ has been enclosed in brackets as it is not capable of being represented in the figure itself.

Let $N_{1} Q_{1}$ and $N_{2} Q_{2}$ be the traces of the major and minor axes of the section of the absorption ellipsoid taken normal to the optic axial direction, the angle $Q_{1} N_{1} N_{2}$ being denoted by K. These may


Fig. 70a. Figure illustrating the different axes to explain convergent light figures in absorbing biaxial crystals. $N_{1}$ and $N_{2}$ are the optic axes, $N_{1} Q_{1}, N_{1}$ 0 . the major and minor axes of section of absorption ellipsoid, $X_{r}, Y_{r}$ principal planes of linear birefringence, $X_{k}, Y_{k}$ principal planes of linear dichroism (parallel to $N_{1} Q_{1}, N_{1} Q_{2}$ ) for a point $z ; N_{1} \xi$ and $N_{1} \eta$ lines along which major and minor axes of sections of index ellipsoid and absorption ellipsoid coincide. also be taken to be the principal directions of absorption for any other general point in the small range of directions considered ${ }^{2}$. The principal planes of absorption $X_{k}, Y_{k}$ for the point $z$ are parallel to $N_{1} Q_{1}$ and $N_{2} Q_{2}$ and are indicated by dotted lines. On the other hand, the principal planes of linear birefringence vary very rapidly with direction. We have seen in Sect. 34 that for a point of azimuth $\alpha$ with respect to $N_{1} N_{2}$ the slower

[^80]vibration direction makes an angle $\frac{\alpha}{2}+\frac{\pi}{2}$ with respect to $N_{1} N_{2}$. (The principal planes of linear birefringence $X_{r}, Y_{r}$ are denoted by bold lines for the general point $z$ in the Fig. 70a.) It is therefore clear that the major axes of the sections of the index and absorption ellipsoid will coincide for points on $N_{1} \xi$, which is at an azimuth $2 \mathrm{~K}-\pi$ with respect to $N_{1} N_{2}$. We shall choose $N_{1} \xi$ and the perpendicular direction $N_{1} \eta$ as the axes of coordinates since the phenomena we are about to discuss exhibit a certain symmetry with respect to these axes.

It may be noted here that as the azimuth of $z$ with respect to $N_{1} \xi$ isincreased, the azimuth of $X_{\text {, increases at }}$ alf the rate while $X_{k}$ remains all the while parallel to $N_{1} Q_{1}$. Hence if $\vartheta$ is the azimuth of the point $z$ with respect to $N_{1} \xi, \chi$ the angle $X_{k}$ makes with $X_{r}$, then

$$
\begin{equation*}
\chi=-\frac{\vartheta}{2} . \tag{66.1}
\end{equation*}
$$

ק) Phenomena explicable on the elementary theory. Along the optic axes two waves linearly polarised along the principal axes of linear dichroism $N_{1} Q_{1}$ and $N_{1} Q_{2}$ are propagated, their absorption coefficients $k_{1}$ and $k_{2}$ being determined by the lengths of these axes. Because of this the optic axial direction does not in general appear extinguished between crossed polaroids (unlike the case of transparent crystals) but shows two extinction positions as the crossed polaroids are rotated together. These positions occur when the vibration directions of the polariser coincides with either $N_{1} Q_{1}$ or $N_{1} Q_{2}$. At other positions of the polariser the incident vibration is split into two linear vibrations which are differentially absorbed and which are propagated with the same velocity. These compound together to form a linear vibration whose plane of polarisation would have turned towards the less absorbed component. The correctness of this explanation is shown by the fact that the optic axial direction can be extinguished by rotating the analyser from the crossed position. In fact it is possible to compute the difference in the absorption coefficients between the two linear vibrations propagated along the optic axis from a measure of this rotation.

We have seen that, for directions not in the vicinity of the optic axis (Sect.43), the waves may be regarded as linearly polarised as in transparent crystals, with the additional property that they have different absorption coefficients determined by the intercepts that these vibration directions make with the absorption ellipsoid. By assuming that these results continue to hold very close to the optic axes (Mallard theory) an explanation of the phenomenon of Brewster's brushes may be given. The clue to the explanation of this phenomenon lies in the fact that in the neighbourhood of the optic axis the vibration direction for any point in the field of view changes rapidly with the azimuth, leading to a corresponding rapid change in the absorption coefficients. With unpolarised light of intensity $I_{0}$ incident, the intensity of the emergent light at any point will obviously be

$$
\begin{equation*}
I=\frac{I_{0}}{2}\left(\mathrm{e}^{-k^{\prime} z}+\mathrm{e}^{-k^{*} z}\right) \tag{66.2}
\end{equation*}
$$

where $k^{\prime}$ and $k^{\prime \prime}$ are the absorption coefficients of the two waves propagated along that direction. Since we have already assumed that the section of the absorption ellipsoid does not vary over the range considered, the mean of the absorption coefficients may be considered constant for all directions (in the angular range covered). This follows from the property of any two perpendicular radii of an ellipse. Hence the emergent intensity $I$ is the sum of two terms whose product is a constant. From a well known theorem in algebra it acquires its minimum value when the two terms are equal i.e. $k^{\prime}=k^{\prime \prime}$, and its maximum value
when the absorption coefficients differ by the maximum extent. The latter will occur for points in the plane $N_{1} \xi$ since in this case the vibration directions lie along the principal axes of the section of the absorption ellipsoid. On the other hand, the absorption coefficients will be equal (and $I$ will be a minimum) in the plane $N_{1} \eta$ since the vibration directions will be inclined at $45^{\circ}$ to the principal planes of dichroism. This explains the occurrence of two absorption brushes (intensity minima) on either side of the optic axis $N_{1}$ lying in the plane. The two brushes do not pass through the optic axis because $k^{\prime}$ and $k^{\prime \prime}$ are practically constant in the vicinity of the optic axis and there is no minimum in that region.

Since for any point on $N_{1} \xi$ the waves are linearly polarised along $N_{1} Q_{1}$ and $N_{1} Q_{2}$ i.e. the major and minor axes of the section of the absorption ellipsoid, the two waves have the least and the greatest coefficients of absorption for all the points on the line $N_{1} \xi$. Hence with a polariser or analyser set with its vibration direction parallel to $N_{1} Q_{2}$, a dark brush passing through the optic axis forms in the plane $N_{1} \xi$, while if the vibration direction is parallel to $N_{1} Q_{1}$ a white brush appears in the same position. Incidentally, this also demonstrates directly the existence of dichroism along the optic axis.

It may be remarked that the above phenomenon will be simplified if $N_{1} N_{2}$ be a plane of symmetry or perpendicular to an axis of symmetry as will occur in an orthorhombic crystal and can sometimes occur in a monoclinic crystal. In this case the principal diameter of the section of the absorption ellipsoid must be along and perpendicular to the axial plane. Then $N_{1} Q_{1}$ will lie on the axial plane. Hence the absorption brushes will lie in a plane perpendicular to the axial plane.

The above simplified theory does not explain some of the important features connected with this phenomenon. For example, when the plate is viewed between crossed polaroids in a general setting it is not the optic axial directions alone that remain unextinguished but the region of non-extinction extends over a finite strip passing through the optic axis. In fact the extinction along the isogyre becomes perfect only at the boundary of the field of view. The isogyres however are perfectly dark for the setting when they pass through the optic axis. These facts by themselves are sufficient to show that while the waves may be linearly polarised for the points on the plane $N, \xi$, this is not so for any general direction of propagation. Again, the Brewster's brushes show incipient traces of interference phenomena. These features can be accounted for only when the elliptical polarisation of the waves propagated along a general direction is taken into account.
67. Results of the detailed theory. According to Sect. 45 except when the principal planes of linear birefringence coincide with those of linear dichroism i.e. except along $N_{1} \xi$, the waves propagated will be elliptically polarised. The two vibrations have their major axes crossed, possess the same numerical ellipticity and are described in the same sense. For directions not too close to the optic axis where the square of the ellipticity may be neglected, the major axes of the ellipses may be taken to lie along the principal planes of linear birefringence, their refractive indices and absorption coefficients being determined as though they were linearly polarised. According to the results of Sect. 48 the common ellipticity of the two waves propagated along any arbitrary direction is given by
or

$$
\begin{align*}
& \varepsilon=-\frac{k}{2 \delta} \sin 2 \chi  \tag{67.1}\\
& \varepsilon=+\frac{k}{2 \delta} \sin \vartheta \tag{67.2}
\end{align*}
$$

from Eq. (66.1). Here $k$, the superposed linear dichroism, which is taken to be constant over the area of the figure, is therefore equal to the difference in the absorption coefficients $k_{2}-k_{1}$ of the waves propagated along the optic axial directions. The linear birefringence $\delta$ on the other hand, unlike $k$, increases as we move away from the optic axis, being proportional to the angular distance from $N_{1}$ (see Sect. 34).

Eq. (67.2) also shows that the sense of description of the ellipses on either side of $N_{1} \xi$ will be opposite. Further, as we proceed along the circular curve of constant birefringence described about the optic axis, the maximum ellipticity is obtained for points on $N_{1} \eta$ where the principal planes of linear birefringence and dichroism have the maximum inclination of $45^{\circ}$.

Towards the border, the waves approximate to linear vibrations parallel to the planes of linear birefringence. The continuous transition from this towards waves polarised along principal planes of linear dichroism (along the optic axial direction) is not revealed by the approximate formula given above, which is not applicable for directions close to the optic axis.

We now turn to the rigorous formula (47.5). We may first from simple considerations determine the state of polarisation along $N_{1} \xi$ and $N_{1} \eta$. Along the former the waves are rigorously linearly polarised as the principal directions of linear dichroism and linear birefringence coincide. Along $N_{1} \eta$ however they are inclined at $45^{\circ}$ for which $2 \chi=-\frac{\pi}{2}$. Substituting this in Eq. (47.5) and considering Fig. 45 we have for $k>\delta$

$$
2 \varphi=\frac{\pi}{2}
$$

which gives

$$
\sin 2 \psi=\sin 2 \varepsilon=\frac{\delta}{k}
$$

and for

$$
\delta>k, \quad 2 \psi=\frac{\pi}{2}
$$

giving

$$
\sin 2 \varphi=\sin 2 \varepsilon=\frac{k}{\delta}
$$

Hence when we proceed from the optic axis along $N_{1} \eta$, the two vibrations, initially polarised along the principal planes of absorption, open out into two right elliptic vibrations and become two identical right circular vibrations at the point $C_{1}$ for which the magnitudes of linear dichroism and birefringence become equal: Further on, these split again into two elliptic vibrations, now with their major axes in the principal planes of linear birefringence, tending to the form of two orthogonal linear vibrations at the border of the field of view. A similar behaviour holds for the $\eta$ axis except that the waves are now left elliptically polarised since $2 \chi=+\frac{\pi}{2}$.

Again at the point $C_{1}^{\prime}$ for which $k=\delta$, the two elliptic vibrations take the form of one left circular vibration. $C_{1}$ and $C_{1}^{\prime}$ are the singular axes which are highly characteristic of the behaviour of absorbing crystals. We have already discussed the properties of the singular axes previously (Sect. 55).

For a general direction of propagation the orientation of the major axes and the ellipticities are given by Eqs. (47.7) and (47.8). However their variations over the field of view are somewhat complicated, but have been discussed in
some detail by VorgT ${ }^{1}$ whose result we shall quote. These results are summarised in Fig. 70b.
(a) The vibration ellipses of the two waves corresponding to the same direction have constant ratio of axes along circles whose centres lie on the straight line through $C_{1}$ and $C_{1}^{\prime}$, and whose radii are such that all the circles cut the circles described on $C_{1} C_{1}^{\prime}$ as diameter orthogonally. The ellipses degenerate to circles at $C_{1}$ and $C_{1}^{\prime}$ and become straight lines in the $\xi$ axis. The direction of vibration is of opposite sense on the two sides of the $\xi$ axis, though everywhere the same for the two waves.
(b) The orientations of the principal axes of the vibration ellipses is constant along equilateral hyperbolae which pass through $C_{1}$ and $C_{1}^{\prime}$ (indicated by the dotted lines), the coordinate axes $\xi$ and $\eta$ being special cases of these hyperbolae. The orientation of the axes of the ellipse corresponding to one segment of one hyperbola is indicated by an arrow corresponding to the principal axis of birefringence. It will be seen that these directions are not constant for the entire hyperbolic branches but that they become rotated through $45^{\circ}$ on passing through the points $C_{1}$ and $C_{1}^{\prime}$ of circular polarisation. The differences in the refractive indices


Fig. 70b. Convergent light figure (due to Vorgr) showing the variations of the states of polarisation of the waves for directions of propagation close to an optic axis in an absorbing biaxial crystal cut $\perp r$ to one optic axis. $C_{1}$ and $C_{1}$ are the singular axes associated with this optic axis. and the absorption coefficients of the waves given by Eqs. (48.3) and (48.5). have also been plotted by Vorgm as a function of direction and he gives the following results.
(c) The difference in the refractive indices may be considered constant over ellipses having the points $C_{1}$ and $C_{1}^{\prime}$ as foci. This difference vanishes along the straight line $C_{1} C_{1}^{\prime}$ and increases as the ellipses open out. However they are practically circles as the angle between the singular axes is usually extremely small in all cases.
(d) The absorption coefficients $k^{\prime}, k^{\prime \prime}$ of the two waves are constant over hyperbolae having their foci at $C_{1}$ and $C_{1}^{\prime}$. They have the same value along the straight lines $C_{1} C_{1}^{\prime}$ and along any hyperbola have values which differ from $k_{0}$ by equal amounts of opposite sign, the maximum difference of the absorption occuring along the $\xi$ axis.
68. The singular axes.-Experimental observations on iolite ${ }^{2}$. The existence, even in an inactive crystal, of axes along which a circularly polarised wave is propagated without change is most directly confirmed by observing the convergent light figures between a circular polariser and a crossed circular analyser. Fig. 71 a shows the figure observed with iolite, an orthohombic crystal, kept between a left circular polariser and a right circular analyser. The eccentric spot just below the axial plane obviously represents the direction along which the incident left

[^81]circular vibration is propagated unchanged and crossed out by the analyser. That along this direction a circular vibration of opposite sense is not transmitted unchanged (as would be the case in a transparent optically active medium) is proved by observing the figure between a right circular polariser and a left circular analyser. This is shown in Fig. 71 b where the other singular axis (above the axial plane) is extinguished.


Fig. 71 a-d. Optic axial interference figures in convergent light by the absorbing biaxial mineral iolite, the axial plane being horizontal. (a) Left circular polariser and right circular analyser, lower singular axis extinguished. (b) Right-citcular polariser and left-circular analyser, upper singuiar axis extinguished. (c) Left-circular polariser alone, dark rings in lower half of figure correspond to bright rings in upper part of figure. Lower singular axis appears darker than the other. (d) Left-circular analyser alone; asymmetry with respect to axial plane reversed.

It is possible to show using an elliptic polariser and a crossed elliptic analyser that for any point on the strip joining $C_{1} C_{1}^{\prime}$ (Fig. 70b), the two waves propagated are: elliptic vibrations of the same sense, with their major axes not lying coincident with the principal axes of birefringence, in conformity with the theory. These experiments also show that as the singular axes are approached, the two elliptic vibrations tend to the form of identical circular vibrations.

Since along the singular axis the only wave that can be propagated unchanged is a circular vibration described in one particular sense, the following interesting
question arises: What will happen if for example a left circular vibration is incident along a singular axis where only a right circular vibration is propagated unchanged? It had been supposed by Voigr ${ }^{1}$ that the light would be totally reflected, the reflection being partial in practical cases. However the question can be put to test by removing the circular analyser in the arrangement used for Fig. 71a, but keeping the circular polariser. The result is shown in Fig. 71c where it will be noted that the upper singular axis where the incident left circular vibration cannot be propagated unchanged actually appears brighter than the lower axis where it can be propagated unchanged, disproving VoIGT's conjecture. The explanation has been considered in Sect. 49. It has been shown that, when left circular vibration is incident in the direction of a singular axis along which only a right circular vibration is propagated unchanged, the incident vibration is propagated into the medium with a progressive change of state of polarisation under the superposed effects of linear birefringence and linear dichroism. Theory also predicts that the state of polarisation which is not propagated unchanged has the smaller absorption coefficient, as is actually observed. The state of polarisation of the emergent light has also been found to be in conformity with theory.
69. Idiophanic rings without an analyser. It will be noticed in Fig. 71c that feeble interference phenomena are observed even though no analyser has been kept behind the crystal. This is also found to be the case when linear or elliptic polarised light is incident. Such a situation cannot occur if the waves propagated are orthogonally polarised as in transparent crystals, for orthogonally polarised waves (even though coherent) cannot directly interfere unless brought to the same state of polarisation by an analyser. But if the vibrations $A$ and $B$ are non-orthogonal, then $B$ can be resolved into two parts, one of state $A$ and the other in the orthogonal state $A_{a}$. The former can interfere with $A$. Hence the occurrence of interference phenomena without the use of the analyser proves that the waves propagated along a general direction are non-orthogonally polarised. The visibility of the interference phenomenon will however be not very pronounced since the extent of the interference will depend on the non-orthogonality factor. The formula for the interference of two non-orthogonal beams is given by (Sect. 4):

$$
\begin{equation*}
I=I_{1}^{\prime}+I_{2}^{\prime}+2 \left\lvert\, \overline{T_{1}^{\prime} I_{2}^{\prime}} \cos \frac{1}{2} \widehat{A B} \cos \Delta^{\prime}\right. \tag{69.1}
\end{equation*}
$$

where $\overparen{A B}$ is the angular separation of the states $\ddot{A}$ and $B$ on the Poincaré sphere. We shall for simplicity confine ourselves to the case when the incident light is left circularly polarised as in Fig. 71 c .

Two elliptic vibrations $A$ and $B$ propagated along any direction have their major axes crossed and have the same ellipticity $\varepsilon$ (which according


Fig. 72a. Poincaré representation for computing the intensity transmitted for the case of Fig. 71 c . to the sign convention means that they are described in the same sense). Hence on the Poincare sphere the longitudes of $A$ and $B$ differ by $\pi$ but their lattitudes are the same, equal to $2 \varepsilon$ as drawn in Fig. 72a.

When the incident vibration of intensity $I_{0}$ in the state $L$ is decomposed into two vibrations in the states $A$ and $B$ their intensities $I_{1}$ and $I_{2}$ are given by

[^82]4.5 and 4.6 as
\[

$$
\begin{align*}
& I_{1}=I_{0} \frac{\sin ^{2} \frac{1}{2} \widehat{B L}}{\sin ^{2} \frac{1}{2} \widehat{A B}},  \tag{69.2}\\
& I_{2}=I_{0} \frac{\sin ^{2} \frac{1}{2} \widehat{A L}}{\sin ^{2} \frac{1}{2} \widehat{A B}}, \tag{69.3}
\end{align*}
$$
\]

where

$$
\begin{equation*}
\overparen{B L}=\overparen{A L}=\frac{\pi}{2}-2 \varepsilon \text { and } \frac{1}{2} \overparen{A B}=\frac{\pi}{2}-2 \varepsilon \tag{69.4}
\end{equation*}
$$

Their initial phase difference according to formulae 4.14 is 0 or $\pi$ accoiding as $\varepsilon$ is positive or negative (As the three points $A B R$ are coplanar the spherical excess of the triangle $A B R$ is $\pi$ or 0 according as $\varepsilon$ is $-v e$ or $+v e$ ). The waves have different absorption coefficients and, on emerging from the plate, their intensities $I_{1}^{\prime}$ and $I_{2}^{\prime}$ being equal to $I_{1} e_{a}^{2}$ and $I_{2} e_{b}^{2}$ respectively the relative phase advance $\Delta^{\prime}$ of the first beam over the second is equal to $\delta$ or $\pi+\delta$ according as $\varepsilon$ is $+v e$ or -ve. The minima occur when the phase difference $\Delta^{\prime}$ between the interfering beams is $\pi, 3 \pi$ etc. In the lower half of the Fig. 71c $\varepsilon$ is positive, i.e., the ellipses are left-rotating; hence $\Delta^{\prime}=\delta$ and therefore minima occur for values $\delta=\pi, 3 \pi$ etc. On the other hand, in the upper half of the figure $\varepsilon$ is negative and hence $\Delta^{\prime}=\delta+\pi$. Hence minima occur for $\delta=0,2 \pi, 4 \pi$, etc. The fringes in the lower half of the figure would therefore be shifted by half a fringe width relative to those appearing in the upper half. The fringes in the upper half of the figure should coincide with the fringes observed with crossed polariser and analyser and this may be verified by comparison with Fig. 71 b.

There is also an asymmetry in the average intensity distribution. The intensity at any point in the field of view is obtained by substituting the values of $I_{1}^{\prime}, I_{2}^{\prime}$ and $\Delta^{\prime}$ in (69.1) and will be given by

$$
\begin{equation*}
I=\frac{I_{0}}{2(1+\sin 2 \varepsilon)}\left(e_{a}^{2}+e_{b}^{2}+2 e_{a} e_{b} \sin 2 \varepsilon \cos \delta\right) \tag{69.5}
\end{equation*}
$$

The expression for $I$ becomes indeterminate for $\varepsilon=-\frac{\pi}{4}$ i.e., along the singular axis where only the right circular vibration can be propagated unchanged. The propagation in this direction has, however, been considered in the last section. When right circular polarised light is used, the sign of the third term in (69.5) has to be changed and the assymmetry about the axial plane will be reversed. This asymmetry of the figure when circular light is used is a clear proof that the sense of description of the ellipses on either side of the axial plane is different.

When linear polarised light is used, the interference figures do not exhibit any asymmetry and the figures are clearest when the incident vibration is either parallel or perpendicular to the axial plane. Further a dark band appears along the axial plane (for orthorhombic crystals like iolite), when the vibration direction of the polariser is set parallel to the vibration direction of the more intensely absorbed wave propagated along the optic axes (i.e. OE, Fig. 70a).

All these phenomena can be explained by a procedure similar to that adopted for circular polarised light; but we shall not deal with them here. For further details, reference may be made to Pockels [2], VoigT ${ }^{1}$, Pancharatnam ${ }^{2}$.
70. Phenomena involving partial coherence. $\alpha$ ) Partial coherence. Fig. 71d shows that faint interference rings observed when only a left circular analyser

[^83]is kept behind the plate without any polariser in front. In seeking for an explanation of this occurrence of faint interference rings, even though the incident light is unpolarised, we are led to the subject of partial coherence. As mentioned in Sect. 11, two beams in different states of polarisation are said to be incoherent when they cannot be made to interfere even after being resolved into the same state of vibration by the use of an analyser.

When unpolarised light is incident on a transparent crystal like quartz, and it is viewed through an analyser alone, no interference figures are seen in convergent light. This clearly proves that when unpolarised light is split into two oppositely polarised beams, the component beams are incoherent. Simiarly, the experimental test of the complete coherence of two polarised beams is that interference effects of maximum clarity can be produced by the use of a suitable analyser. Since feeble interference phenomena occur in absorbing crystals, with the use of an analyser alone, it may be concluded that the two non-orthogonally polarised pencils into which an incident unpolarised beam is split, must be regarded as partially coherent. As shown in Sect. 11, the general formula for the interference of two partially coherent polarised beams is:

$$
\begin{equation*}
I=I_{1}+I_{2}+2 \gamma \sqrt{I_{1} I_{2}} \cos C \cos \delta \tag{70.1}
\end{equation*}
$$

where $\gamma$ is the degree of coherence and $2 C$ is the angular separation between the two states on the Poincare sphere.

The decomposition of unpolarised light into two non-orthogonal vibrations in any two states of polarisation $A$ and $B$ (separated by an angle $2 C$ in the Poincaré sphere) may now be analysed. The unpolarised light may be replaced by two incoherent beams each of intensity $\frac{1}{2} I$ in the orthogonally polarised states $A$ and $A_{a}$ (see for example Fig. 72). The beam in the state of polarisation $A_{a}$ may in turn be decomposed into two coherent beams in the non-orthogonal states of polarisation $B$ and $A$. These latter two vibrations will have a phase difference of $\pi$, since $A_{a}$ lies on the greater segment of the great circle through $A$ and $B$ (Sect. 4). Their intensities will be respectively,

$$
\frac{1}{2} I \operatorname{cosec}^{2} C \text { and } \frac{1}{2} I \cot ^{2} C
$$

as may be obtained by substituting $b=\pi$ and $a=\pi-C$ in Eqs. (4.5) and (4.6). Thus in a state of polarisation $B$, we have a beam of intensity $\frac{1}{2} I \operatorname{cosec}^{2} C$, while in the state of polarisation $A$, we have two incoherent vibrations, which add to give a beam of the same intensity, $\frac{1}{2} I \operatorname{cosec}^{2} C$. Of the latter beam, however, an independent fraction comprising of intensity $\frac{1}{2} I \cot ^{2} \mathrm{C}$, and hence forming a fraction $\cos ^{2} c$, is completely coherent with the other beam and is opposed in phase to it. We may summarise thus-when unpolarised light is split into any two non-crthogonal vibrations, whose states are separated by an angle $2 C$ on the Poincare sphere, the intensities $I_{1}$ and $I_{2}$ of the component beams, their degree of coherence $\gamma$ and their effective phase difference $\varphi^{\prime}$ are given by

$$
\begin{equation*}
I_{1}=I_{2}=I \operatorname{cosec}^{2} C, \quad \gamma=\cos C, \quad \varphi^{\prime}=\pi \tag{70.2}
\end{equation*}
$$

B) Idiophanic rings with analyser alone. We may apply the results mentioned above to discuss the idiophanic rings presented in unpolarised light by the use of an analyser alone. For the sake of simplicity, we confine our analysis to the case of a left circular analyser, used behind the plate as in obtaining the pattern in Fig. 71 d .

The intensities $I_{1}^{\prime}$ and $I_{2}^{\prime}$ of the two beams in the states $A$ and $B$ emerging along any direction from the crystal plate and their effective phase-difference $\Delta^{\prime}$ are given by (see Fig. 72)

$$
\begin{align*}
& I_{1}^{\prime}=\frac{1}{2} I \frac{1}{\sin ^{2} \frac{1}{2} \widehat{A B}} e_{a}^{2}  \tag{70.3}\\
& I_{2}^{\prime}=\frac{1}{2} I \frac{1}{\sin ^{2} \frac{1}{2} \overparen{A B}} e_{b}^{2}  \tag{70.4}\\
& \Delta^{\prime}=\delta+\varphi_{1}=\delta+\pi \tag{70.5}
\end{align*}
$$

If $X_{1}^{\prime \prime}$ and $I_{2}^{\prime \prime}$ be the resolved components of the beam transmitted by the analyser, and $\Delta^{\prime \prime}$ the phase-difference between these components, then

$$
\begin{align*}
& I_{1}^{\prime \prime}=I_{1}^{\prime} \cos ^{2} \frac{1}{2} \widehat{A L},  \tag{70.6}\\
& I_{2}^{\prime \prime}=I_{2}^{\prime} \cos ^{2} \frac{1}{2} \widehat{B L},  \tag{70.7}\\
& \Delta^{\prime \prime}=\Delta^{\prime}+\varphi_{2}, \tag{70.8}
\end{align*}
$$

where $\varphi_{2}$ may be called the phase-difference introduced in the process of analysation. These resolved components, although in the same state of polarisation, are partially coherent, their degree of coherence $\gamma$ being $\cos \frac{1}{2} \widehat{A B}$. The intensity at any point in the field of view is therefore obtained from the general interference formula (70.1), by substituting the value of the degree of coherence $\gamma=\cos \frac{1}{2} \widehat{A B}$ and by putting $\cos C=1$, (as the two resolved components on passing through the analyser are in the same state of polarisation); thus

$$
\begin{equation*}
I=I_{1}^{\prime \prime}+I_{2}^{\prime \prime}+2 \sqrt{I_{1}^{\prime \prime} I_{2}^{\prime \prime}} \cos \widehat{A B} \cos \Delta^{\prime \prime} \tag{70.9}
\end{equation*}
$$

Now the phase-difference $\varphi_{2}$ introduced by analysation will be equal to 0 or $\pi$, according as $L$ lies on the smaller or the greater segment of the great circle through $A$ and $B$, i.e. according as $\varepsilon$ is positive or negative. Hence in the upper half of the figure, where the ellipses propagated are rightrotating, minima occur at $\delta=\pi$, $3 \pi$ etc., while in the lower half of the figure they occur at $\delta=2 \pi, 4 \pi$ etc., being shifted by half a fringe-width.

The intensity at any point in the field of view is obtained by substituting in (70.9) from (70.6) to (70.8) and (70.3) to (70.5) using (69.4):

$$
\begin{equation*}
I=\frac{I_{0}}{2(1-\sin 2 \varepsilon)}\left(e_{a}^{2}+e_{b}^{2}-2 e_{a} e_{b} \sin 2 \varepsilon \cos \delta\right) . \tag{70.10}
\end{equation*}
$$

Thus, the idiophanic rings with a left circular polariser are not the same as with a left circular analyser, but should be the same as with a right circular analy'ser, as may be seen from the fact that (70.10) goes over into ( 69.5 ) when $2 \varepsilon$ is replaced by $-2 \varepsilon$. However, it is found that the idiophanic rings with a linear analyser alone at a particular setting are exactly the same as those presented with a linear polariser alone kept at the same setting. It can be shown that this is a particular consequence of the fact that the two waves propagated along any direction are two crossed ellipses, having the same ellipticity and decribed in the same sense. This, however, is not the case in optically active absorbing crystal (vide Sects. 71 to 73 ).

It may be shown that the interference effects observed with the polariser $P$ alone have the same visibility as those observed with (a) a polariser $P_{a}$ alone, (b) an analyser of state $P$ alone and (c) an analyser of state $P_{a}$ alone. In the former case, the interfering beams are completely coherent, but the extent of their
interference is limited because of the non-orthogonality of the two waves propagated in the crystal. In the latter case, the interfering beams transmitted by the analyser are in the same state of polarisation, but they are only partially coherent, the degree of coherency being determined by the identical non-orthogonality factor.
$\gamma$ ) Phenomena with partially circular-polarised light. In Sect. 11, it is shown that when two non-orthogonally polarised beams are mixed together incoherently, the result is a partially polarised beam. Hence, it should be possible for the converse phenomenon to occur under certain conditions. That is, for partially polarised incident light, it may so happen that the non-orthogonally polarised beams (into which the incident light is split) may be completely incoherent for some particular direction, so that near this region no interference effects should be observed, even if the beams are resolved by an analyser. This


Fig. 72b. Poincaré representation for computing the case discussed in Sect. $70 \gamma$ (illustrated in Fig. 7\%). effect has been observed in iolite by Pancharatnam ${ }^{1}$ with the incident light partially circularly polarised-say, left-circularly polarised light.

If the degree of polarisation be $p$, the incident light will be represented by a Poincaré vector of length $p$ directed towards $L$ (Fig. 72b). If the component completely polarised beams $\boldsymbol{A}$ and $\boldsymbol{B}$ are to be completely incoherent, then the following two equations must hold.

$$
\begin{align*}
I \boldsymbol{p} & =I_{\mathbf{1}} \boldsymbol{A}+I_{2} \boldsymbol{B},  \tag{70.11}\\
I & =I_{1}+I_{2} . \tag{70.12}
\end{align*}
$$

Since $\boldsymbol{p}$ must be contained in the acute angle between $A$ and $B$, such a resolution can occur only when the ellipticity $\varepsilon$ is positive i.e., on the side of the axial plane where the ellipses propagated are left rotating. From symmetry, the intensities $I_{1}$ and $I_{2}$ of the component beams are equal to one another and hence equal to $\frac{1}{2} I$ from Eq. (70.12). Substituting this in Eq. (70.11), and resolving the vectors along $\boldsymbol{p}$, we see that such an incoherent resolution can occur only when

$$
\begin{equation*}
\sin 2 \varepsilon=p \tag{70.13}
\end{equation*}
$$



Fig. 73. Incident light partially left circularly polarised and linear analyser with vibration direction vertical. In the upper half of the figure the ring system fades away near the second and third rings and reappears further with a shift of half a fringe.

As we proceed outwards from the optic axis in a direction perpendicular to the axial plane (on the side of the axial plane where $\varepsilon$ is positive), the ellipticity varies and near a particular region where condition (70.13) is satisfied, the visibility of the interference effect should become negligible. For other directions, the resolved beams will be partially coherent; the region defined by (70.13) is a particular case where the degree of coherence vanishes and on crossing which the effective phase difference changes by $\pi$. This behaviour is confirmed by experimental observation (Fig. 73).

When partially plane polarised light with the plane of polarisation of the polarised part at $45^{\circ}$ to the axial plane is incident on a plate of iolite and it is

[^84]viewed through a circular analyser, a beautiful spiral has been observed ${ }^{1}$. The sense of the spiral does not depend on whether a right or a left circular analyser is used, but it changes sign when the azimuth of maximum polarisation is rotated by $90^{\circ}$. The phenomenon is also observed when the incident light is completely polarised, but the spirals are not so continuous. It can be shown that as in the case of transparent optically active crystals, the spirals arise because the sum of the phase differences introduced in the processes of decomposition and analysation increases continuously with the azimuth.

## c) Absorbing optically active crystals.

71. Phenomena along the optic axis when dichroism is weak. $\alpha$.) General description of the phenomena. Little experimental work appears to have been done on the optical behaviour of crystals belonging to this class. However in one particular case, namely in amethystine quartz, which has an absorption in the yellow green region, extensive observations, though of a qualitative nature, have been reported ${ }^{2}$ agreeing in detail with the theory presented in Sects. 50 to 55. The observations have been made with intensely coloured sectors of amethyst ${ }^{3}$, carefully selected so as to exclude certain extraneous complicating features (such as twinning etc.) which are very often found in this substance. Such sectors, unlike quartz, are biaxial with the $c$ axis of quartz appearing as the acute bisectrix. They show a pronounced dichroism near the axial directions, the elliptic section of the absorption ellipsoid having its major and minor axes lying respectively parallel and perpendicular to the axial plane.

In blue light, which is practically outside the absorption range, the dichroism is negligible and the interference figures observed between crossed polaroids are as in transparent optically active crystals, the isogyres not penetrating to the optic axial directions. The axial directions can however be extinguished by rotating the analyser from the crossed position, the rotation of the plane of polarisation thus measured agreeing with that for colourless quartz.

In red light, which is on the other side of the absorption maximum, the same sector exhibits a weak dichroism and the phenomena observed correspond to the case when the optical activity predominates over dichroism i.e. $|2 \varrho|>k$, a case which has been dealt with in Sects. 53, 54. Here again the axial directions are not perfectly extinguished by isogyres when observed between crossed polaroids (Fig. 74a). They can be extinguished by rotating the analyser (Fig. 74b) but the rotation of the plane of polarisation thus measured is found to depend on the azimuth of the incident linear vibration. This proves that the waves propagated along the optic axis cannot be circularly polarised as in transparent active crystals. According to Sect. 53 the waves propagated along the axial directions should be elliptically polarised, the elliptic vibrations being exactly similar in form and orientation but described in opposite senses. (The major axes of the ellipse should be coincident, making an angle $\pm \frac{\pi}{4}$ with respect to the axial plane according as $\varrho$ is $+v e$ or $-v e$.) This was verified to be true by viewing the crystal between crossed elliptic analysers (Sect. $21 \delta$ ). In the present case the principal planes of the quarter wave plates are set at $45^{\circ}$ to the axial plane. Thus the principal axes of the incident elliptic vibration are at $45^{\circ}$ to the axial plane. As the

[^85]ellipticity is altered by turning the crossed polaroids, it is observed that there are two settings of the coupled polaroids (symmetrically situated with respect to the principal planes of the $\lambda / 4$ plates) where the optic axial directions are completely extinguished, confirming the view that the two waves propagated along this direction are elliptically polarised. Fig. 74c illustrates one such position, where the major axis makes an angle of $-45^{\circ}$. $\varrho$ in this case is negative.
ß) Measurement of the optical rotatory power in the presence of weak dichroism. The variation of the rotation of the plane of polarisation with azimuth of the incident vibration may be explained by using the results of Sect. 53. The plane vibration is resolved into two elliptic vibrations which are propagated with different velocities but with the same absorption coefficient. These have to be


- b

$c$ :
Fig. 74 a-c. Biaxial interference figures exhibited by amethyst quartz in red light ( $2 \varrho<k$ ). (a) Between crossed polaroids with the polariser and analyser direction at $45^{\circ}$ to the axial plane. The optic axial direction is not extinguished. (b) The analyser rotated to extinguish the optic axial direction. (The crystal is rotated to keep the polariser and analyser symmetrically oriented with respect to the axial plane.) (c) Optic axial directions extinguished between an elliptic polariser and a crossed elliptic analyser.
compounded after emergence from the plate. The actual rotatory power may be calculated from the measured rotations $\alpha_{1}$ and $\alpha_{2}$ observed with the incident vibration lying respectively parallel and perpendicular to the major axes of the ellipses propagated along the optic axis. In the former case the incident vibration represented by a point $M$ (on the equator) Fig. 75 will be decomposed into two vibrations in states $A$ and $B$ which have the same longitudes as $M$. Since $M$ is equidistant from $A$ and $B$, and it lies on the $\operatorname{arc} A B$ itself, the intensities of the component beams will be equal and their initial phase difference will be zero [according to Eq. (4.10)]. The waves, on emerging from the piate, will have a phase difference $\varphi$, but will still be of equal intensity because of the equality
of their absorption coefficients. Hence they will compound to give a vibration whose state will again be equidistant from $A$ and $B$ i.e. a linear vibration represented by a point $C_{1}$ on the equator. If $\varepsilon_{1}^{\prime}$ be the area of the triangle $C_{1 a} B A$ where $C_{1 a}$ is a point opposite to $C_{1}$ then $\frac{1}{2} \varepsilon_{1}^{\prime}=\pi-\varphi$. The spherical excess of the right angled triangle $C_{1 a} B M$ is given by

$$
\begin{equation*}
\tan \frac{1}{4} \varepsilon^{\prime}=\tan \omega \tan \frac{1}{2}\left(\pi-2 \alpha_{1}\right) \tag{71.1}
\end{equation*}
$$

and so

$$
\begin{equation*}
\cot \frac{1}{2} \varphi=\tan \omega \cot \alpha_{1} . \tag{71.2}
\end{equation*}
$$



Fig. 76 a.


Fig. 76 b.

Fig. 75. The Poincaré sphere representation for explaining the apparent variation of optical rotation with the azimuth of the incident vibration in a biaxial crystal showing weak dichroism.

Fig. 76 a. Plate cut normal to an optic axis along which waves are propagated linearly polarised in non-orthogonal states $A_{1}$ and $A_{2}$.
Fig. 76 b . Convergent light figure depicting the variations of the states of polarisation of the waves for directions of propagation for particular zones in the field of view. $O_{1}$ and $O_{2}$ are the optic axes along which two non-orthogonal linearly polarised vibrations are propagated unchanged.

On the other hand if the azimuth of the incident vibration is parallel to the minor axis, it is represented by the state $M^{\prime}$. The two initial vibrations $A$ and $B$ into which it is split will have an initial phase difference of $-\pi$ and a final phase difference of $\varphi-\pi$. The corresponding linear vibration obtained by composition being in the state $C_{2}$. Hence $\varphi$ should be equal to half the spherical excess of the triangle $C_{2 a} A B$ where $C_{2 a}$ is the point opposite to $C_{2}$. Proceeding as before

$$
\begin{equation*}
\tan \frac{1}{2} \varphi=\tan \omega \tan \alpha_{2} . \tag{71.3}
\end{equation*}
$$

From (71.2) and (71.3) we get

$$
\begin{equation*}
\tan ^{2} \omega=\frac{\tan \alpha_{1}}{\tan \alpha_{2}} \tag{71.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\tan ^{2} \varphi=\tan \alpha_{1} \tan \alpha_{2} . \tag{71.5}
\end{equation*}
$$

From (71.5) we can calculate the relative phase advance $\varphi$ gained by the faster wave on passage through the plate. The relative phase difference per unit path $(\varphi / \bar{d})$ is not directly equal to $|2 \varrho|$ since the waves are not circularly polarised but is related to it by equation

$$
\begin{equation*}
|\varrho|=\frac{1}{2} \frac{\varphi}{d} / \sin |2 \omega| . \tag{71.6}
\end{equation*}
$$



Fig. 77 a-d. Convergent light figures in amethyst quartz. (a) and (b) show the oniy two settings between crossed polaroids for which genuine isogyres passing through the optic axial directions are observed. The polariser and analyser settings are parallel to $O^{\prime} A_{1}$ and $O^{\prime} A_{9}$ of Fig. 76 (b). (c) and (d). The'optic axial directions crossed by turning the analyser from the crossed position. The polariser and analyser make equal angles ( $\pm 59^{\circ}, \pm 84 \frac{1}{2}^{\circ}$ ) with the axial plane.

The numerical ellipticity $|\omega|$ of the vibration propagated along the optic axis which is to be substituted in (71.6) can be determined from (71.4) or may be determined directly from the observations with the elliptic polariser and crossed elliptic analyser, described above. In the case of amethyst rough measurements show that the ellipticities determined by these two methods are practically the same. Further the optical rotation determined is also of the order of rotation in quartz.
72. Phenomena along the optic axis when dichroism is strong. The same sectors of amethyst which exhibit the phenomena (described in the last section)
associated with weak dichroism can be used to study the case when $k>|2 \varrho|$ by using a wavelength which lies in the heart of the absorption band. In fact, the dichroism for yellow light is so large that even the phenomenon of optical activity can be only inferred indirectly. When the convergent light figures are observed between crossed polaroids the optic axes in general are not extinguished. However there are two settings of the incident vibrations for which genuine isogyres are observed passing unmodified through the optic axes (Fig. 77a and b). This has a certain resemblance to the phenomenon observed in inactive absorbing crystals. But in this case the two settings of the incident vibrations are not at right angles but are equally inclined to the line drawn at $45^{\circ}$ to the axial plane. Thus the waves propagated along the optic axes are not two orthogonal linearly polarised waves as in inactive absorbing crystals, but are linearly polarised along two non-orthogonal directions $O A_{1}$ and $O A_{2}$ (Fig. 76). This agrees with the deductions from theory in Sect. $53 \gamma$.

For any general setting of the incident vibration it is always found possible to extinguish the optic axial direction by rotating the analyser from the crossed position (Fig. 77c and d). This shows that the two waves cannot differ in their velocities but only in their absorption coefficient. The incident linear vibration will then be decomposed into two non-orthogonal vibrations in states $P^{\prime}$ and $P^{\prime \prime}$ according to the parallelogram law. After being differentially absorbed the vibrations emerging from the plate may be compounded (again by the parallelogram law) to yield a linear vibration whose azimuth would always have turned towards the less attenuated state $P^{\prime}$. Hence by noting the settings of the polariser and the corresponding setting of the analyser at which the optic axis is extinguished, a simple calculation based on the above explanation enables the difference in the absorption coefficients ( $k^{\prime \prime}-k^{\prime}$ ) of the waves propagated along the axial direction to be estimated. The linear dichroism can be determined from the formula

$$
\begin{equation*}
k^{\prime \prime}-k^{\prime}=k \cos 2 \psi_{1} \tag{72.1}
\end{equation*}
$$

and the optical rotatory power could be obtained from the formula

$$
\begin{equation*}
\frac{1}{2} k \sin 2 \psi_{1}=\varrho . \tag{72.2}
\end{equation*}
$$

Here again approximate measurements show that the rotatory power of amethyst is practically the same as that of uniaxial quartz.
73. Other phenomena in the vicinity of the optic axis. a) Formation of isogyres We have seen in Sect. 72 (Fig. 77a and b) that the optic axial direction appears extinguished between crossed polaroids when the vibration direction of the polariser is parallel to either $O^{\prime} A_{1}$ or $O^{\prime} A_{2}$ (Fig. 76b). Consider for example the former position. It is not the optic axial directions alone that are extinguished but all points on a dark isogyre, one branch of which coincides with $A_{1} O A_{1}^{\prime}$. The isogyre would have occurred in the same position even in a transparent optically inactive crystal. Hence for any point on the isogyre one of the principal planes of linear birefringence lies parallel to $O^{\prime} A_{1}$. For such a direction, a vibration parallel to $O^{\prime} A_{1}$ will therefore remain unchanged for an infinitesimal operation of linear birefringence. The same vibration also remains unaltered under the combined effects of the two succeeding operations of linear dichroism and optical rotation. (This is proved by the fact that it is propagated unchanged along the optic axial direction where these two factors alone exist. It may be remembered that the factors of linear dichroism and optical rotation are regarded as constant over the field of view.) Hence for all points on the hyperbolic arc $A_{1} O_{1} A_{1}^{\prime}$ one of the waves is linearly polarised parallel to $O^{\prime} A_{1}$, thus explaining
the formation of isogyre when the polariser vibration is parallel to $O^{\prime} A_{1}$. By the same argument for any point on the hyperbolic arc $A_{2} \mathrm{O}_{1} A_{2}^{\prime}$ one of the waves is linearly polarised parallel to $O^{\prime} A_{1}$, thus explaining the formation of the isogyre when the polariser vibration is parallel to $O^{\prime} A_{1}$. By the same argument for any point on the hyperbolic arc $A_{2} O_{1} A_{2}^{\prime}$ one of the waves is linearly polarised parallel to $O^{\prime} A_{2}$. Hence when the polariser vibration is parallel to $O^{\prime} A_{2}$ a second set of isogyres, one branch of which coincides with $A_{2} O_{1} A_{2}^{\prime}$ should be formed. This is in accordance with experiment. Fig. 77 shows that one wave is linearly polarised for any point on $A_{1} O_{1} A_{1}^{\prime}$ and $A_{2} O_{1} A_{2}^{\prime}$. The other wave is elliptically polarised approximating to a linear vibration at the border of the figure. Qualitative observations with an elliptic polariser and a crossed elliptic analyser have con- firmed these and other predictions of theory.
B) The singular axes. We have seen that singular axes occur where the principal planes of linear birefringence and linear dichroism are inclined at $45^{\circ}$ toone another and where $\Delta$ becomes equal to $k$ (Sect. 55). It can be shown that they are located on either side of the optic axis along a line drawn perpendicular to the axial plane. Two singular axes are associated with each optic axis. The wave propagated unchanged along any singular axis is elliptically polarised. This and other properties have been discussed in Sect. 55. Using a suitable elliptic polariser and a crossed elliptic analyser; two singular directions, one associated with each optic axis can be extinguished at a time.

ү) Observations with polaviser and analyser alone. It is clear that with a polariser alone set in front of the plate the optic axial direction $O_{1}$ will appear darkest when the polariser vibration is parallel to $O^{\prime} A_{2}$ i.e., to the vibration direction of the more heavily absorbed wave propagated along the optic axis. The absorption coefficient of all the plane polarised waves propagated along the points on $A_{2} O_{1} A_{2}^{\prime}$ is the same since their direction of vibration makes the same angle with $O X_{k}, O Y_{k}$. Hence a pair of brushes appear at the same setting of the polariser, passing through the two optic axes (one of the brushes being coincident with $\left.\mathrm{A}_{2} \mathrm{OA}_{2}^{\prime}\right)$. The phenomenon is akin to the appearance of brushes in the case of absorbing inactive crystals when the polariser vibration is set along the more strongly absorbed linear vibration propagated along the optic axis. However, as $A_{1}$ and $A_{2}$ are not orthogonal (unlike the case in the inactive absorbing crystals) the setting of the polaroid at which the optic axis appears darkest becomes different when the polaroid is placed behind the plate and used as an analyser. In this case the analyser vibration has to be parallel to $O^{\prime} A_{1}^{\prime}$ so that it will be crossed with respect to the less absorbed linear vibration $O A_{1}$, propagated along the optic axis. At the same setting of the analyser the less absorbed wave propagated along any direction on the hyperbolic arc $A_{1} O_{1} A_{1}^{\prime}$ is also crossed outsince it is also linearly polarised parallel to $O^{\prime} A_{1}$. Hence a pair of hyperbolic brushes are formed (one of which coincides with $A_{1} O_{1} A_{1}^{\prime}$ ). Very simple arguments show that the intensity of the brush observed in this case is the same as that observed with the polariser alone with its vibration parallel to $O^{\prime} A_{2}$.

It may be noted that in the two cases, not only do the settings (of the polaroid) at which the brushes occur differ, but also the positions of the brushes themselves.

Idiophanic rings also appear when the crystal plate is viewed with a polariser alone or an analyser alone. The reasons for their appearance are broadly the same as those in the case of the inactive absorbing crystals (Sect. 68) and may be traced. to the fact that the two waves that are transmitted along any direction are nonorthogonally polarised. These can be analysed using the general principles outlined in Sect. 68 to 70. The effects presented with a linear polariser alone are
in general not the same as those observed with a linear analyser alone at the same setting (except for certain special settings). This again proves that the nonorthogonally polarised waves propagated along a general direction cannot be of the special type obtaining in inactive absorbing crystals.
8) Brerester's brushes. For directions not too close to an optic axis the squares of the ellipticity of the waves may be neglected even if the first powers of these quantities may not be negligible. For such directions we have already seen that the absorption coefficients of the waves will practically be the same as in the absence of optical activity. To this degree of approximation the formation and the position of the Brewster's brushes may be treated as for inactive absorbing crystals. It may however be remarked that since the optic axial angle in amethyst is small the discussion for the position of the Brewster's brushes given in Sect. $66 \beta$ (for iolite) for large optic axial angles must be correspondingly modified.

## IV. Passage of light through birefringent plates.

74. General theory. The study of the passage of light through a system of birefringent plates is of particular interest in two applications, namely the theory of compensators and of birefringent filters. The general theory may be readily worked out in terms of the Poincaré representation, following the methods outlined in Sect. $5 \beta$.

The complete solution in the important case when all the plates exhibit ordinary linear birefringence forms one of the oldest applications ${ }^{1}$ of the Poincaré sphere but may be briefly described not only because of its elegance but because analytical discussions of the problem are still not uncommon. Let $\delta_{1}, \delta_{2} \ldots \delta_{n}$ be the phase retardations introduced by the constituent plates, the orientation of the fast axes being represented by the points $A_{1}, A_{2} \ldots A_{n}$ on the equator, the arc $A_{m+1} A_{m}$ being denoted by $2 \vartheta_{m}$ (see Fig. 78). Consider the solid pyramidal figure obtained by joining the centre 0 of the sphere to the vertices of a spherical polygon $A_{1} A_{2}^{\prime} A_{3}^{\prime} \ldots A_{n}^{\prime} A^{\prime}$ drawn as indicated such that the angle at $A_{m}$ is $\left(\pi-\delta_{m}\right)$ and the side is equal to $2 \vartheta_{m}$. The angle $\pi-\delta$ at $A^{\prime}$ and the adjacent sides $A_{m}^{\prime} A_{m+1}^{\prime}$ are automatically determined by constructing the polygon. We have to combine successive rotations $\delta_{1}, \delta_{2}, \ldots, \delta_{n}$ about the equatorial radii $A_{1} O, A_{2} O, \ldots A_{n} O$. This will cause the pyramidal figure to be rolled on the equator, the vertices $A_{2}^{\prime}, A_{3}^{\prime}, \ldots, A_{n}^{\prime}, A^{\prime}$ of the polygon being in succession brought to coincide with $A_{2}, A_{3}, \ldots, A_{n} A$, the figure coming to rest with $A_{n}^{\prime} A^{\prime}$ resting on the equatorial $\operatorname{arc} A_{n} A$. The final orientation of the pyramidal figure could equally well have been produced by the following two successive operations: (a) an anticlockwise rotation $2 \varrho$ about the polar diameter through the $\operatorname{arc} A^{\prime} A$ which is the excess of $2 \pi$ over the sum of the sides of the polygon, and (b) a clockwise rotation $\delta$ about the axis $A O$ where $\operatorname{arc} A A_{n}$ is equal to the side $2 \vartheta$ of the polygon.

Thus the combination is equivalent to an optically active plate of rotation $\varrho$ followed by an ordinary birefringent plate of retardation $\delta$, the orientation of the slow axis being determined by the angle $2 \vartheta$. It is more convenient (using the formulae of spherical trigonometry) to determine $2 \varrho, \delta$ and $2 \vartheta$ by drawing the polar polygon (Fig. 78b) $B_{0} B_{1} B_{2} \ldots B_{n}$ such that the sides $B_{m-1} B_{m}=\delta_{m}$ and the angle $亠 B_{m-1} B_{m} B_{m+1}=\pi-2 \vartheta_{m}$. We then have $\delta=\widehat{B_{n} B_{0}}$ and $2 \vartheta=$ $\Varangle B_{n-1} B_{n} B_{0}$ while $2 \varrho$ is the spherical excess or area of the polygon-thus determining completely the two optical elements to which the combination is equivalent.

[^86]If the $n$ plates in the system are all non-dichroic, then the effect of each plate is to rotate the point representing the state of polarisation on the Poincare sphere through an angle $\delta_{i}$ about some axis. If this operation is denoted by $R_{i}\left(\delta_{i}\right)$, the resultant is again a rotation

$$
\begin{equation*}
R(\delta)=R_{1}\left(\delta_{1}\right) \ldots R_{i}\left(\delta_{i}\right) \ldots R_{n}\left(\delta_{n}\right) \tag{74.1}
\end{equation*}
$$



Fig. 78 a.
Fig. 79.
Fig. 78 a and b. Poincare representation to calculate the effect of a series of linear birefringent plates.
Fig. 79. The Poincare representation showing the effect of reversing the direction of the light beam on the intensity transmitted by an optical system.

Thus, the whole system is equivalent to a single plate exhibiting both optical activity and linear birefringence, of appropriate thickness, or to a combination of two plates, one of which exhibits pure circular birefringence, while the other has only pure linear birefringence and is oriented at a suitable azimuth ${ }^{1}$. If now light traverses the system in the reverse direction, then the resultant operator is

$$
\begin{equation*}
R_{n}\left(-\delta_{n}\right) \ldots R_{i}\left(-\delta_{i}\right) \ldots R_{1}\left(-\delta_{1}\right)=[R(\delta)]^{-1}=R(-\delta) . \tag{74.2}
\end{equation*}
$$

This result is, of course, true only if the optical activity present is natural, not of the magneto-optic type.

A consequence of this result is that if the system is placed between a polariser and an analyser, then the fraction of the intensity transmitted by the system is the same when light traverses it either way, for all azimuths of the polariser and analyser. If $P$ is the state of the incident beam (Fig. 79) and $Q$ that of the

[^87]analyser, then the transmitted intensity in the first case is $\cos ^{2} \frac{1}{2} \widehat{P^{\prime} Q}$, while in the second case, it is $\cos ^{2} \frac{1}{2} \overparen{P Q}$. It is obvious from the diagram that the arcs $\overparen{P^{\prime} Q}$ and $\widehat{P Q^{\prime}}$ are equal, making the two intensities equal. The transmitted intensities are however unequal if the system of plates is alone reversed, keeping polariser and analyser unchanged. If the polariser and analyser are crossed, then the transmitted intensity is unchanged even when the system alone is reversed, which happens because $P$ and $Q$ are then antipodal to each other on the Poincaré sphere.

Since rotations about non-coincident axes are in general non-commutative operators, it is not possible to interchange the order of two plates without affecting the state of polarisation of the emergent beam. If, however, two successive plates have their principal planes parallel (the fast directions of the two may be parallel or at right angles), then they may be interchanged. This follows at once from the fact that the corresponding rotations in Poincare space are about the same axis, but may be of the same or opposite senses.

The particular case of three doubly refracting plates kept between a polariser and analyser is of interest in the theory of compensators. The azimuth of the polariser is taken to be zero, and let those of the analyser and of the three plates be $\varphi, \gamma_{1}, \gamma_{2}, \gamma_{3}$. Then, the fraction of the incident intensity transmitted by the system is $\tau_{3}$ given by the following formula:

$$
\begin{aligned}
\tau_{3}= & \cos ^{2} \varphi+4 \sin 2 \gamma_{1} \sin 2\left(\varphi-\gamma_{3}\right) \cos 2\left(\gamma_{2}-\gamma_{1}\right) \cos 2\left(\gamma_{3}-\gamma_{2}\right) \sin ^{2} \delta_{1} / 2 \sin ^{2} \delta_{2} / 2 \sin ^{2} \delta_{3} / 2+ \\
& +\sin 2 \gamma_{1} \sin 2\left(\varphi-\gamma_{1}\right) \sin ^{2} \delta_{1} / 2+\sin 2 \gamma_{2} \sin 2\left(\varphi-\gamma_{2}\right) \sin ^{2} \delta_{2} / 2+ \\
& +\sin 2 \gamma_{3} \sin 2\left(\varphi-\gamma_{3}\right) \sin ^{2} \delta_{3} / 2-\sin 2 \gamma_{1} \sin 2\left(\varphi-\gamma_{3}\right)\left[\cos 2\left(\gamma_{2}-\gamma_{1}\right) \sin ^{2} \delta_{1} / 2 \times\right. \\
& \left.\times \sin \delta_{2} \sin \delta_{3}+\sin ^{2} \delta_{2} / 2 \sin \delta_{3} \sin \delta_{1}+\cos 2\left(\gamma_{3}-\gamma_{2}\right) \sin ^{2} \delta_{3} / 2 \sin \delta_{1} \sin \delta_{2}\right]+ \\
& +2\left[\sin 2 \gamma_{1} \sin 2\left(\varphi-\gamma_{2}\right) \sin \delta_{1} / 2 \sin \delta_{2} / 2\left\{\cos \delta_{1} / 2 \cos \delta_{2} / 2-\cos 2\left(\gamma_{2}-\gamma_{1}\right) \times\right.\right. \\
& \left.\times \sin \delta_{1} / 2 \sin \delta_{2} / 2\right\}+ \\
& +\sin 2 \gamma_{2} \sin 2\left(\varphi-\gamma_{3}\right) \sin \delta_{2} / 2 \sin \delta_{3} / 2\left\{\cos \delta_{2} / 2 \cos \delta_{3} / 2-\cos 2\left(\gamma_{3}-\gamma_{2}\right) \times\right. \\
& \left.\times \sin \delta_{2} / 2 \sin \delta_{3} / 2\right\}+ \\
& +\sin 2 \gamma_{3} \sin 2\left(\varphi-\gamma_{1}\right) \sin \delta_{3} / 2 \sin \delta_{1} / 2\left\{\cos \delta_{3} / 2 \cos \delta_{1} / 2-\cos 2\left(\gamma_{1}-\gamma_{3}\right) \times\right. \\
& \left.\left.\times \sin \delta_{3} / 2 \sin \delta_{1} / 2\right\}\right] .
\end{aligned}
$$

For two plates and a single plate, these reduce to the expressions ${ }^{1}$ :
$\tau_{2}=\cos ^{2} \varphi+\sin 2 \gamma_{1} \sin 2\left(\varphi-\gamma_{1}\right) \sin ^{2} \delta_{1} / 2+\sin 2 \gamma_{2} \sin 2\left(\varphi-\gamma_{2}\right) \sin ^{2} \delta_{2} / 2+$
$\left.+2 \sin 2 \gamma_{1} \sin 2\left(\varphi-\gamma_{2}\right) \sin \delta_{1} / 2 \sin \delta_{2} / 2\left\{\cos \delta_{1} / 2 \cos \delta_{2} / 2-\cos 2\left(\gamma_{2}-\gamma_{1}\right) \sin \delta_{1} / 2 \sin \delta_{2} / 2\right\} ;\right\}$
$\tau_{1}=\cos ^{2} \varphi+\sin 2 \gamma_{1} \sin 2\left(\varphi-\gamma_{1}\right) \sin ^{2} \delta_{1} / 2$.
We shall not consider the applications of these formulae further here.
If some of the plates in the system are also linearly dichroic (these may be called as partial polarisers), then the following theorems hold ${ }^{2}$ :
(a) A system consisting of any number of partial polarisers and circularly birefringent plates is equivalent to a combination of two elements, one a partial polariser and the other a circularly birefringent plate.
(b) A system consisting of any number of (linearly or circularly) birefringent plates and partial polarisers is equivalent to a system containing four elementstwo linearly birefringent plates, a partial polariser and a circularly birefringent plate.

[^88]75. Birefringent filters. An interesting application of the propagation of light through birefringent crystals and the interference phenomena exhibited in polarised light is to the design of narrow-band filters for obtaining monochromatic light. The device, which is known as the birefringent filter, was first invented by LYot ${ }^{1}$, although one was constructed independently by OHMAN ${ }^{2}$. The filter is mainly used for astrophysical purposes. A detailed account of the theory and practical details have been given by Lyot $^{3}$ and more recently by Evans ${ }^{4}$.

Suppose monochromatic light is incident normally on a uniformly thick birefringent plate of thickness $t$. If the polariser and analyser are kept parallel, at an angle of $45^{\circ}$ to the principal planes of the plate, then it follows from (69.5) that the transmitted intensity is just $\cos ^{2} \frac{1}{2} \delta$ where $\delta=\frac{2 \pi}{\lambda}\left(n^{\prime}-n^{\prime \prime}\right) t=\frac{2 \pi}{\lambda} \mu t$. If we put $\frac{\mu t}{\lambda}=N$, say, which may be called the order of interference, then the transmission is $\tau_{1}=\cos ^{2} \pi N$. If continuous radiation is used, the order of interference would vary with wavelength and one thus obtains sinusoidal fringes with minimum intensity zero in the spectrum of the transmitted light. The fringe width is given by

$$
\begin{equation*}
\Delta \lambda=\frac{\lambda}{N} \frac{1}{\frac{\lambda}{\mu} \frac{\partial \mu}{\partial \lambda}-1} \tag{75.1}
\end{equation*}
$$

Suppose now a second crystal of twice the thickness as the first is placed after the above system with its principal planes parallel to the first crystal and is backed by an analyser parallel to the other two analysers. Then the intensity transmitted by the system is

$$
\begin{equation*}
\tau_{2}=\cos ^{2} \pi N \cos ^{2} 2 \pi N \tag{75.2}
\end{equation*}
$$



Fig. 80. Transmission curves for birefringent filters. (a) One element of thickness $t$. (b) One element- of thickness $2 t$. (c) Two elements $t$ and $2 t$. (d) One element $4 t$. (e) Three elements $t, 2 t$ and $4 t$.

The transmission curves for $\tau_{1}$ and $\tau_{2}$ are given in Fig. 80 from which it will be seen that there is appreciable transmission only near the maxima of $\tau_{1}$. Further elements, composed of crystal plates of thickness $2^{t} t$ backed by polarisers, may be added, and the effect will be to make the principal maxima sharper, while at the same time suppressing the transmission in between them. If there are $l$ such elements, the transmission of the filter is

$$
\begin{equation*}
\tau=\cos ^{2} \pi N \ldots \cos ^{2}\left(\pi 2^{r} N\right) \ldots \cos ^{2}\left(\pi 2^{l-1} N\right) \tag{75.3}
\end{equation*}
$$

This expression can be put in a more elegant form as follows. Expressing the cosines in terms of exponential functions and substituting $\pi N$ by the

[^89]symbol $\vartheta$
\[

$$
\begin{aligned}
\sqrt{\tau} & =\frac{e^{i \vartheta}+\mathrm{e}^{-i \vartheta}}{2} \cdots \frac{\mathrm{e}^{i 2^{r} \vartheta}+\mathrm{e}^{-i 2^{\tau} \vartheta}}{2} \cdots \frac{\mathrm{e}^{i 2^{l-1} \vartheta}+\mathrm{e}^{-i 2^{l-1} \vartheta}}{2} \\
& =\frac{1}{2^{l}}\left\{\mathrm{e}^{i \vartheta \Sigma 2^{\tau-1}}\right\}\left\{1+\mathrm{e}^{-i 2 \vartheta}+\mathrm{e}^{-i 4 \vartheta}+\cdots+\mathrm{e}^{-\Sigma^{\Sigma} 2^{\tau} \vartheta}\right\} \\
& =\left\{\frac{\mathrm{e}^{i \vartheta\left(2^{l}-1\right)}}{2^{l}} \frac{1-\mathrm{e}^{-i 2 \vartheta 2^{l}}}{1-\mathrm{e}^{-i 2 \vartheta}}\right\} \\
& =\frac{1}{2^{l}} \frac{\sin 2^{l} \vartheta}{\sin \vartheta}
\end{aligned}
$$
\]

Hence,

$$
\begin{equation*}
\tau=\left[\frac{\sin 2^{l} \pi N}{2^{l} \sin \pi N}\right]^{2} \tag{75.4}
\end{equation*}
$$

from which it is seen that an interference filter composed of plates is similar to a grating of $2^{l}$ lines and the secondary maxima have relative intensities equivalent to those associated with such a grating.

If there is no loss by absorption or reflection, then the transmission at the peak of the principal maximum is unity. Theoretically, therefore, there is no loss of intensity. In practice, the peak transmission is of the order of 30 to $40 \%$.

A birefringent filter has usually six to eight elements, which are cemented together or immersed in oil to avoid multiple reflections. A typical example is the one which has been in use at the High Altitude Laboratory at Climax, Colorado, U.S.A. ${ }^{1}$. It consists of six quartz elements with $N=23, t_{1}=1.677 \mathrm{~mm}, t_{6}=53.658$ mm and the peak has an effective width of $4 \AA$ centered on the $\mathrm{H}_{\alpha}$ line ( $6563 \AA$ ), at a temperature of $35.5^{\circ} \mathrm{C}^{2}$. Since both the thickness and birefringence vary with temperature, good temperature control is required. For quartz, the peak shifts by- $0.66 \AA$ per degree rise of temperatare in the red region.

While the above theory is satisfactory for normal incidence, the order of interference would obviously vary if the light traverses the filter at an angle to the normal. The theory of such effects has been considered and it has been possible to design filters having a much wider field of view than the simple type described above. The principle is essentially to split each element into two or three parts and to choose the material and orientation of these parts in such a way that the variations in $N$ are compensated as far as possible. Details of these may be obtained from Evans' review mentioned above ${ }^{3}$.

It would obviously be a great advantage if the transmission peak of a birefringent filter can be adjusted. Control of temperature has been suggested and attempted by Lyot, but it is not very satisfactory. An alternative method is to vary the thickness of each element, which may be made as a pair of wedges as in the Soleil or Babinet compensator. A third method will be to have a phase shifter capable of introducing a path retardation of upto one wavelength. This may be either of the photoelastic or electro-optic type ${ }^{4}$. A one-Angstrom passband filter has been constructed using ammonium dihydrogen phosphate (ADP),

[^90]which has a birefringence five times that of quartz ${ }^{1}$. For a $1 \AA$ band-pass filter, the thickest plate would have to be nearly 24 cm thick, if made of quartz. With ADP, a thickness five times less would be sufficient, but the tolerances are also more severe ( $\pm 0.6$ micron). By using mica corrector plates, the tolerances are made less critical. The filter consists of seven elements and the thicker elements are split in order to increase the angular field of view to $1^{\circ}$. The filter is temperature controlled to work at $(40 \pm 0.05)^{\circ} \mathrm{C}$ and is also equipped with a Sénarmont compensator at each end, in order that the pass band may be adjusted, over a range of about $3 \AA$.

An entirely different type of birefringent filter in which all the plates are of the same thickness, but their principal planes are rotated with respect to one another has also been proposed ${ }^{2}$.

## V. Miscellaneous topics.

76. Hatdinger's rings in birefringent crystals. The interference rings observed between plane parallel surfaces under diffuse monochromatic illumination are of great importance in view of their practical applications in the construction of spectroscopes of high resolving power. These rings were first observed by Hardinger in mica. Mica being a double refracting substance there should be two systems of rings superposed on each other due to the beams that are polarised at right angles to each other. This superposition causes regions of maximum and minimum visibility in the field of view. This was first noted by Rayleigh ${ }^{3}$ in 1909 and this phenomenon was investigated in great detail by ChinmayananDAM ${ }^{4}$. Later very beautiful photographs of this phenomenon have been published by other authors ${ }^{5}$.

For an isotropic medium the path difference $\delta$ between the two interfering rays is $\delta=2 n t \cos r$ where $t$ is the thickness of the plate and $n$ is the refractive index and the dark rings appear when

$$
\begin{equation*}
\delta=2 n t \cos r=k \lambda . \tag{76.1}
\end{equation*}
$$

In the case of a birefringent crystal the incident ray is split into two rays polarised along and perpendicular to the principal vibration directions. And in a mica plate where the acute bisectrix is practically normal to the plate there would be two sets of fringes which satisfy respectively equations

$$
\left.\begin{array}{l}
\delta_{1}=2 n_{1} t \cos \gamma_{1}=n \lambda,  \tag{76.2}\\
\delta_{2}=2 n_{2} t \cos \gamma_{2}=m \lambda
\end{array}\right\}
$$

where $n$ and $m$ are integers. The points of minimum visibility will correspond to the case when the dark rings of one set fall on the points which correspond to the bright rings of the second set i.e., when

$$
\left.\begin{array}{l}
\delta_{1}=N \lambda,  \tag{76.3}\\
\delta_{2}=\left(M+\frac{1}{2}\right) \lambda
\end{array}\right\}
$$

[^91]where $(N-M)$ is an integer. Hence a line of minimum visibility satisfies the condition that the respective orders of the rings of two sets have a constant difference $N-\left(M+\frac{1}{2}\right)$. Hence the curve of minimum visibility is given by the equation
\[

$$
\begin{equation*}
p=2 t\left(n_{1} \cos \gamma_{1}-n_{2} \cos r_{2}\right) \tag{76.4}
\end{equation*}
$$

\]

which is the equation for the isochromatic lines in a convergent polarised light for a plate of thickness $2 t$ [see Eq. (63.1)]. This has been verified by experiment. It must be mentioned that this analogy between the lines of minimum visibility and the isochromatic lines in convergent polarised light is applicable only to the case of crystals with the surface perpendicular to the axes of optical symmetry and not to crystals cut in any random manner. Fig. 81 illustrates the Moiré or scalar fringes observed.


Fig. 81. Hatdinger's xings in a mica plate.
Chinmayanandam has discussed in detail the two cases when the optic axial angle is large and small. In the case of a plate of calcite (uniaxial crystal) cut normal to the optic axis $n$ will assume two values $n_{\omega}$ the ordinary index for the vibration at right angles to the plane of incidence and $n_{\varepsilon}^{\prime}$ given by

$$
\begin{equation*}
n_{\varepsilon}^{\prime}=\left[n_{\varepsilon} n_{\omega} /\left(n_{\varepsilon}^{2} \cos ^{2} \gamma+n_{\omega}^{2} \sin ^{2} r\right)^{\frac{1}{2}}\right] . \tag{76.5}
\end{equation*}
$$

Hence the two sets of interference rings will be given by

$$
\left.\begin{array}{l}
2 t n_{\omega} \cos \gamma_{\omega}=n \lambda,  \tag{76.6}\\
\frac{2 t n_{\varepsilon} n_{\omega} \cos \gamma_{\varepsilon}}{\left[n_{\varepsilon}^{2} \cos ^{2} \gamma_{\varepsilon}+n_{\omega}^{2} \sin ^{2} \gamma_{\varepsilon}\right]^{\frac{1}{2}}}=m \lambda
\end{array}\right\}
$$

where the subscript $\omega$ refers to the ordinary ray and $\varepsilon$ to the extraordinary ray. The patterns will be independent of each other and a single linear polariser will extinguish a large part of two opposite quadrants of the circles.

In viewing these fringes when the plates are not perfectly parallel Bilings found that the technique developed by Raman and Rajagopalan ${ }^{1}$ proves invaluable. They showed that the effects of irregularity in the specimen could be effectively removed by using a very small section of the plate.

[^92]77. Conical refraction. $\alpha$ ) General. The phenomenon of internal conical refraction was first observed in aragonite by Humphrey Lloyd ${ }^{1}$. But it may be very much more conveniently observed with naphthalene ${ }^{2}$ for which the angle of the cone is $13^{\circ} 44^{\prime}$ as compared to $1^{\circ} 52^{\prime}$ in aragonite; so much so that the conical refraction can be exhibited in the same way as ordinary birefringence is by viewing a line of print through an appropriately cut crystal plate. To observe it conveniently a plate cut approximately normal to one of the optic axes is kept on the Federov stage. The lower face is covered with a screen with a very small aperture. With parallel light incident from below a suitable adjustment of the stage enables the circle of light to be seen through the microscope which is withdrawn so that its focal plane lies above the crystal. The simple explanation of , this phenomenon has already been consideredin Sect. 33 using the index ellipsoid and in Sect. 35 using the wave surface. According to these results when the wave normal of the pencil entering the crystal is along the optic axial direction, there are not just two ray normals but an infinite number, lying in a cone with the optic axis as a generator. Since the wave normals are practically perpendicular to the second surface, they experience no refraction and the emerging pencil of rays is not a cone but a hollow cylinder (Fig. 82a). This may be easily verified by raising the microscope when it is found that there is practically no increase in the diameter of the ring of light. Further with the analyser above the microscope, the polarisation at each point is what is to be expected from the explanation given in Sect. 33 if we consider all directions of linear vibration to be equally probable


Fig. 82. Schematic diagrams for observing (a) internal conical refraction (b) external conical refraction. in unpolarised light.

To observe the external conical refraction however, an extended source of light is used and both the upper and the lower surfaces of the crystal are covered up except for small apertures situated at the ends of the axis of single ray velocity. In this case the emergent pencil forms a divergent cone as may be seen from the expansion of the ring of light when the microscope is raised (Fig. 82b). Both from the Fresnel ellipsoid and the wave surface we have seen that, when the direction of the ray normal is along the direction of single ray velocity, there are an infinite number of wave normals forming a cone with the optic biradial as one of the generators. Nevertheless this simple explanation is not quite adequate. For example, according to it, while internal conical refraction is shown only when the wave normal is exactly coincident with the optic axis, for any slight deviation ordinary double refraction should ensue. It is true that, when the wave-normal is quite far from the optic axial direction, two points of light are seen near two diametrically opposite points on the circle of conical refraction. When the wavenormal is gradually brought towards the optic axis these two points are drawn out into the form of two circular arcs, one approaching the circle of conical refraction from the interior and the other from the exterior, the intensity at any point on the two arcs at the same time diminishing; when the setting is exact they run together to form a ring of light. Further, Poggendorf and Hatdinger under better conditions have observed two concentric

[^93]rings of light separated by a fine line, the Poggendorf dark circle actually corresponding to the directions where we should expect true conical refraction according to the elementary explanation.

The simple explanation of this phenomenon given by $\operatorname{VoIGT}^{1}$ is along the following lines. We have to take into account the fact that we are concerned with a pencil of rays with a finite divergence, any limitation even of a plane wave-front leads in fact to such a divergence. Representing directions by corresponding points on the surface of the sphere, the small region in the vicinity of the optic axis may be approximated by the plane of the paper in Fig. 83.

Here $N_{1}$ and $R_{1}$ represent the optic axis and the optic biradial, $N_{1} R_{1}$ being the axial plane. Let the direction of $P$, the wave-normal close to the optic axis


Fig. 83. Figure illustrating the simple explanation of the Poggendorf circle. $N_{1}, N_{\mathrm{g}}$ optic axial directions (binormals); $R_{1}, R_{2}$ directions of the biradials. be specified by its-polar coordinates $r, \varphi$ with respect to the optic axis and let the corresponding directions of the ray normal be specified by $R, \Phi$ measured with respect to the optic biradial $R_{1}$. The principal planes $S_{1} P$ and $S_{2} P$ corresponding to the wave normal $P$ are obtained by bisecting internally and externally the angle between $P N_{1}$ and the horizontal line $P N_{2}$ which proceeds to the other optic axis $N_{2}$. Hence it may easily be shown that $S_{1} P$ is inclined at an angle $\frac{\pi}{2}+\frac{\varphi}{2}$ to the axial plane, the other plane $S_{2} P$ being at right angles. The points of intersection of these two lines with a line through $R_{1}$ parallel to $N_{1} P$ will be the direction of the ray normals $S_{1}$ and $S_{2}$ corresponding to the wave normal $P$. This may be verified from the fact that $S_{1} P$ bisects the angle between $S_{1} R_{1}$ and $S_{1} R_{2}$ where $R_{2}$ is the other biradial (Sect. 33). Then by a little geometry it may be shown that $R_{1} S_{1}=R_{1} N_{1}+r$ and $R_{1} S_{2}=R_{1} N_{1}-r$. Thus the polar coordinates $R, \Phi$ of the two ray normals will be $(\chi+r), \pi$ and $(\chi-r),(\varphi+\pi)$, where $\chi=R_{1} N_{1}$ the semi-angle of conical refraction. For directions appreciably inclined to the optic axis a small change in the direction of the wave normal will cause a corresponding small change in the directions of the ray normals so that a pencil of incident wave normals will emerge without appreciable change of divergence. Even for this case the distortion of the bundle of rays due to astigmatism is well known (Stokes ${ }^{2}$ ). On the other hand in the present case a small change $r d \varphi$ in the direction of the wave normal causes appreciable changes $(\chi+r) d \varphi$ and $(\chi-r) d \varphi$ in the position of the ray normal $S_{1}$ and $S_{2}$. This lateral extension is not compensated for by a radial contraction, a small change $d r$ causing an equal change $d R$ in the position of the ray normals. If we consider a pencil of wave normals about the optic axis we will obtain a ring of ray normals containing the circle of conical refraction. The portion of the incident pencil having the divergence $r d r d \varphi$ will give rise to two sets of ray normals with large divergences $(\chi+r) d \varphi d r$ and $(\chi-r) d \varphi d r$. Since energy must be conserved the intensity will be reduced by the factor $\approx r / \chi$. As $r$ tends to zero the

[^94]intensity tends to zero, so that the exact circle of conical refraction is a region of vanishing intensity. It is also clear that the vibration direction at any point of the ring is parallel to the line joining that point to the optic axis.
$\beta$ ) Observations in naphthalene ${ }^{1}$. It is indeed remarkable that the above geometric theory is able to explain most of the general features of the phenomenon considering that the wave optical principles on which the very concept of the ray for directions of singularity can be justified have to be critically examined. It is therefore to be expected that the wave optical principles would furnish a deeper understanding of the subject. For example similar arguments based on geometrical optics could be used to explain the phenomenon of external conical refraction and in this case one would get an infinite concentration of energy along the axis of single ray velocity which would be physically inadmissible.

In any case, as Raman has emphasised, the practical method of observing the conical refraction ties up the subject with the question of aberration of images viewed through biaxial plates. This is particularly the case with the arrangement usually regarded as demonstrating internal conical refraction wherein an illuminated pinhole is viewed and focussed through a crystal plate by means of a microscope or magnifying lens. Since the pinhole is backed by an extended source of light, the phenomenon corresponds to neither the internal nor external conical refraction. The phenomenon in this case has been extensively investigated by RAMAN and his collaborators and we shall describe some of these results. Using naphthalene it is found that the Poggendorf circle is an ultrafocal phenomenon completely disappearing in the position of best focus, the image being then a single circular ring that is extremely sharp. It is well known (Walker [5]) that there are no fewer than four distinct positions of best focus for an image viewed through a biaxial plate these being determined by the principal radii of curvature of each of the two sheets of the wave surface. The image exhibits astigmatism being drawn out perpendicular to the principal planes of curvature, one of the principal radii of curvature of the wave surface is infinite along the circle of contact. In the case of crystals for which the angle of internal and external conical refraction are nearly the same, as is the case with most crystals including naphthalene, the other radius of curvature is practically constant at all points on the circle and changes only slowly as we move away from the circle along the wave surface either towards or away from the conical point. Accordingly the astigmatism of the rays emerging from the crystal gives rise to a particularly simple form of image viz., a sharply focussed circular ring of the same diameter as the circle in which the wave surface makes contact with the second face of the crystal. When the microscope is raised, the Poggendorf circle develops and when it is focussed on the second surface of the plate, a luminous point is observed at the centre of the field of view showing the converse of the Poggendorf phenomenon, namely the intense concentration of energy along the axis of single ray velocity. In fact with the microscope focussed on the second surface, the field of view exhibits as it were an illuminated picture of the wave surface of two sheets, their intersection appearing as an intensely luminous point and the circle of contact made by the tangent plane as a dark ring. The dark circle and the luminous central point can be traced to a considerable distance behind the crystal. The luminous point is in effect an image of an original pinhole. This remarkable phenomenon that a biaxial crystal cut normal to the direction of single ray velocity can form an erect image of a luminous source was first observed by RAMAN ${ }^{2}$ with aragnoite

[^95]though it is better displayed with naphthalene. The image is in continuous focus and can be seen at great distances from the crystal plate.

We have seen that for crystals having the angles of internal and external conical refraction nearly equal, a position of perfect focus can be obtained in which the Poggendorf circle vanishes. This is not the case in aragonite. A remarkable photograph taken with a specimen of this substance appears in Raman's ${ }^{1}$ paper with the microscope adjusted to as near a perfect focus as possible where the two circles actually intersect!


Fig. 84 a-d. Conical refraction in naphthalene. (a) Hollow cohe of external conical refraction. (b) Cylinder of internal conical refraction. (Note the intense central spot which corresponds to the inverse of the Poggendorf phenomena.) (c) Itnage of source seen in focus. Poggendorf circle not present. (d) Poggendorf circle appears when image of source is out of focus.
78. Dispersion in birefringent crysta1s. Effects of dispersion on the optic axial figures. Since the refractive index is a function of the wavelength of the incident light, we shall briefly discuss the effects of dispersion with wavelength on the convergent light phenomena.

In uniaxial crystals, although the magnitudes of $\omega$ and $\varepsilon$ may vary with wavelength, the direction of the optic axis remains the same. There are a few uniaxial crystals which become isotropic at a particular wavelength. Of special interest is the case of the positive uniaxial crystal benzil whose birefringence progressively decreases as one goes from red to blue ${ }^{2}$. In fact at $\lambda=4900 \AA$ the crystal becomes

[^96]isotropic and for still smaller wavelengths the crystal becomes negative. Since benzil is an optically active crystal the investigation of the shape of the gyration surface when the index surface is a sphere would be of the greatest interest.

In the case of biaxial crystals, the variations in the principal refractive indices with wavelength may cause considerable changes in the optic axial angle-dispersion of the optic axes-which may even be accompanied by changes in the optic axial plane itself (crossed axial dispersion). In the case of monoclinic and


Fig. 85a. (a) Dispersion of optic axes in crystals. Orthoriombic crystals. (b) Monoclinic crystals. (c) Triclinic crystals
triclinic crystals for different wavelengths the orientation of the optical ellipsoid, may itself alter with respect to the crystallographic axes (dispersion of the bisectrices).

In orthorhombic crystals, the axes of the index ellipsoid coincide with the crystallographic axes since the optic axial plane contains $\alpha$ and $\gamma$, the acute bisectrix must be parallel to $a, b$ or $c$ axis. The bisectrices would therefore not change with wavelength and the interference figures would be symmetrical with respect to two planes that are at right angles to each other, their line of intersection being a bisectrix (Fig. 85a).

In monoclinic crystals one of the axes of the indicatrix ( $\alpha, \beta$ or $\gamma$ ) must coincide with the unique $b$ axis, hence three cases are possible. When the $b$ axis coincides with the $\beta$ axis the plane of the optic axis (plane of $\alpha$ and $\gamma$ ) coincides with the symmetry plane. The optic axial figures (with different wavelength) are no longer symmetrical with respect to a plane at right angles to the plane of the optic axes. When $\beta$ and the acute bisectrix lie in the symmetry plane and the third axis coincides with the crystallographic axis $b$, the plane of the optic axis will lie at right angles to the symmetry plane. This is called the Horizontal Dispersion.

Finally when the acute bisectric coincides with the crystallographic $b$ axis, there is no dispersion of the bisectrix and the figure has a twofold axis of symmetry about the acute bisectrix. Fig. 85 b illustrates these cases.

In the case of triclinic crystals the optic axial figure will show an unsymmetrical figure as the three vibration axes are dispersed (Fig. 85 c ).


(ii)



Fig. 85 b. Dispersion of optic axes in monoclinic crystal.
The plane of the optic axes contains the longest and the shortest axes of the index ellipsoid. In certain crystals the principal refractive indices vary so uniquely with wavelength that very peculiar effects arise. For example if in a particular


Fig. 85c. Dispersion of optic axes in triclinic crystals.
crystal $n_{1}<n_{2}<n_{3}$ (where the subscripts 1, 2,3 correspond to the principal axes of the index ellipsoid, then the optic axial plane would be the $n_{1} n_{3}$ plane. As the wavelength of the incident light is changed if for a particular wavelength if $n_{1}=n_{2}$ then the crystal becomes uniaxial while for a still further change of wavelength if $n_{2}<n_{1}$ then the plane of the optic axes would get rotated to the $n_{2} n_{3}$ plane. The famous case that is often quoted to illustrate this phenomenon of crossed axial dispersion is that of the orthorhombic crystal brookite where the
optic axial plane for red light is parallel to (001), the crystal becomes uniaxial for $\lambda 5550$ and the plane rotates to (010) for lower wavelengths. Again the case of saccharo lactone $\left(\mathrm{C}_{6} \mathrm{H}_{10} \mathrm{O}_{5}\right)$, an orthorhombic crystal which is also optically active and which exhibits this phenomenon, is of great interest.

It may also be remarked that in many crystals (particularly those having low birefringence) the dispersion actually causes a change in the optical sign of the crystal ${ }^{1}$.

## D. Experimental techniques in crystal optics.

79. The polarising microscope ${ }^{2}$. The polarising or the petrographic microscope is an invaluable instrument for optical research and in recent years its application has been extended to many fields of investigation. It was originally constructed for the examination of rock sections and its design has undergone many changes because of its varying uses. Stripped to its essentials, the polarising microscope differs from an ordinary microscope in that it possess a revolving graduated stage, a polarising device below and another above this stage. A removable auxiliary lens (called the Bertrand-Amici lens) is present between the upper polarising device and the eyepiece. Fig. 86a represents the median section of a typical polarising microscope.

The polarising microscope is used in two ways. When the Bertrand-Amici lens is not inserted, the optical system magnifies any object on the stage and the microscope acts as an orthoscope. The paths of the light rays for this arrangement is given in Fig. 86a. If however the Bertrand lens is inserted, it brings the eyepiece into focus on a focal plane of the objective, thus bringing the entire optical system to a focus at infinity. This enables one to observe simultaneously all the bundles of parallel rays which pass in various directions through a plate placed on the stage. This is known as the conoscopic arrangement and is used for the examination of interference phenomena exhibited by crystals in "convergent light". To make the convergence of the light entering the crystal large enough, a converger. can be introduced above the condensing lens. The paths of the light rays for the conoscopic arrangement is given in Fig. 86b.

Some microscopes are provided with means for bringing the axis of rotation of the stage and the optical axis of the instrument into coincidence. This is essential if the crystal is to remain at the intersection of the cross wire when the stage is rotated. But this difficulty is avoided in most microscopes by having a mechanism for rotating the polariser and analyser simultaneously, with the crystal on the stage remaining stationary. The polarising microscope is provided with all the diaphragms and stops to be found in ordinary microscopes. In addition there is a substage adjustable diaphragm below or above the polariser which can decrease the convergence of the incident light and is particularly useful in the measurement of the refractive index of a crystal by the Becke method. Another adjustable diaphragm in the upper tube helps to isolate the interference figures in tiny crystaIs. This diaphragm if it is to be really effective for this purpose, must be situated where the real image of the crystal is formed.

[^97]The eyepiece of the microscope can be replaced by oculars of other special types for the measurement of different optical characters under the microscope. These oculars amongst others include the scale, net grating, screw micrometer and planimeter oculars for the measurements of lengths and area, the ocular

microscope.

(b) Light rays for the conoscopic
(a) Light rays for orthoscopic arrangement. artangement.
goniometer for measurement of edge angles, Bertrand half shadow ocular (which is actually a rotating biquartz ( $65 \alpha$ )] for determining the exact position of extinction, ocular compensators of the quartz wedge and the Babinet types for the measurement of small and large retardations, the dichroiscope ocular for estimating the pleochroism and so on. The microscope has also recesses for the insertion of quarter-wave and full wave undulation plates, quartz wedge, Berek compensator, etc. for the determination of the optical sign and birefringence of crystals.

Additional devices are used sometimes for mounting the crystal or the slide on the stage of the microscope. The mechanical stage is used for varying the posi-
tion of the slide on the stage and is very popular with the mineralogists as the movement of the slide can be adjusted to a nicety. The rotation apparatus (e.g., the Miers stage goniometer or its simpler modification) is most useful in the determination of the optical characters of a crystal for different orientations. Most of these devices involve the fixing of the crystal on a rotatable support which in its turn can be attached to the revolving stage. The crystal can be immersed in a liquid of the appropriate refractive index when necessary. The most versatile of this type of rotation apparatus is the Federov Universal Stage or its modification by Emmons (Sect. $82 \delta$ ).

The microscope has usually linear polarising and analysing devices (either nicols or polaroids). By the introduction of retardation plates at the proper positions the microscopes can be converted for observations with circular or elliptic polarised light (Sect. $21 \delta$ ). Achromatic quarter wave plates that have been devised ${ }^{1,2}$ should prove quite useful in this respect.

Normally the microscope has its tube axis vertical but it is capable of being set with its axis horizontal. Such a setting is found to be very convenient for the study of stress optic and thermo-optic behaviour of crystals.
80. Polarising microscope for reflected light ${ }^{3}$. It is obvious that the microscope described above can only be used for the studies of light transmitted by the specimens. Since the important in-


Fig. 87. Schematic diagram of reflecting polarising microscope. $S=$ source, $F=$ filter, $A_{1}, A_{2}=$ apertures, $C_{1}, C_{2}=$ condensers, $P=$ polariser, $V R=$ vertical reflector, $O=$ objective, $M=$ metal specimen, $S T=$ sensitive tint, $A=$ analyser, $E=$ eypiece. vestigations of JAMIN ${ }^{4}$ and Drude ${ }^{5}$ on the problem of the reflection of light by conducting and non-conducting materials, it has been realised that a polarising microscope for reflected light could be put to significant use particularly in metallography. Since the pioneering work of Königsberger ${ }^{6}$ and Berek (see Sect. 60) in this field, various types of reflection polarising microscopes have been designed but only recently have these designs been perfected. The most convenient set up for a reflection polarising microscope is given in Fig. 87.

It is customary to replace the nicols shown in Fig. 87 by polaroid sheets when visual observations are made. Owing to the anomalies that are likely to arise

[^98]due to the pressure and strains in the lenses etc., the analyser and polariser are placed as close to the vertical reflector as possible. Considerable research is being done to get rid of this anomaly ${ }^{1}$. A further source of error is the ellipticity and the rotation of the plane of polarisation introduced by the vertical reflector. A large part of these errors have been reduced by coating the reflecting surface of the glass plate with a highly refracting material like zinc sulphide and the other

b side with magnesium fluoride to reduce the effect of internal reflection inside the glass.

Since most observations are made between crossed polarisers, these difficulties have been avoided in some microscopes by the use of the Foster prism ${ }^{2}$ and its principle is illustrated in Fig. 88a. It consists of a calcite rhomb which is split and recemented with material of the same refractive index as the extra-


Fig. 88 a-c. Foster polarising vertical illuminator. (a) Dark field illumination. (b) Bright field illumination.
(c) A modification of the Foster prism.
ordinary ray so that the ordinary ray is totally reflected (exactly as in a nicol prism) and absorbed on the blackened surface. The plane polarised extraordinary ray is transmitted to the specimen and unless a change in the polarisation occurs at reflection no light reaches the eyepiece. The unit therefore serves as a polariser, vertical reflector and analyser all combined. The correctness of the angle of the prism and the strain-free nature of the cementing medium are important factors for making the microscope efficient. A bright field illumination can be obtained by inserting a $\lambda / 4$ plate between the objective lens and the prism (Fig. 88b).

In another polarising vertical illuminator (Fig. 88 c ), the reduction of the aperture of the objeetive present in the first prism is avoided. Unpolarised light passes through a lens and enters the glass prism passing through a thin calcite plate

[^99]and is reflected at the silvered surface of the calcite plate where a part of it vibrating in a plane perpendicular to the plane of incidence is reflected to the objective. The other part is transmitted and absorbed at the lower part of the entering face, which is blackened. The light reflected by the specimen passes back through the objective and no light will be transmitted unless it is depolarised by the specimen. There will be complete polarisation in all parts of the field since the reflecting surface is the polariser and it is inclined at an angle sufficient to include the angular field of the microscope.

While the Foster prisms are a very great improvement over other types of polarisers in reflection microscopes, its chief disadvantage lies in that the condition for crossed polarisers cannot be varied. The microscope can be used for conoscopic observation by the use of an auxiliary lens.
81. The shearing interference microscopes. When a wave is incident on a birefringent crystal plate placed between two polaroids, the two wavefronts emerging


Fig. 89. Schematic diagram illustrating the principles of a shearing microscope.
from the system are in a position to interfere (see Sect. 63). This property has been made use of in the design of certain microscopes for making objects which are actually transparent but with a refractive index slightly differing from that of the surrounding media, visible. We present only the most elementary ideas about these microscopes and follow the treatment given by Françon. For greater details the articles by Françońㅗ, Inglestam ${ }^{2}$ and the references given therein may be consulted.

The basic principles of the shearing interference microscope can be made clear from Fig. 89. The object $A$ is transparent with a region $B$ whose refractive index varies from that of the surrounding medium. This introduces a phase change and the incident wavefront $W_{1}$ gets distorted to the form $W_{2}$. The light then passes through the birefringent system, $P_{1}$ and $P_{2}$ being two polarisers and $Q$ a birefringent crystal. The lens which can either be placed before or after the birefringent system produces an image at $B^{\prime}$. The distorted wavefront $W_{2}$ is doubled to $W_{o}$ and $W_{e}$ by the birefringent system and, because of the polarisers $P_{1}$ and $P_{2}$, these waves are coherent and are in a position to interfere. If the doubling is comparatively large then the two wavefronts can be pictured as in Fig. 90a.

In the regions (a), (c) and (e) where there is not much distortion of the wavefronts the path difference between the two wavefronts would be a constant given by $\Delta$ and due to the interference between the two wavefronts the illumination in these regions would be the same.

However in the regions (b) and (d), where there is a considerable distortion of the wavefront, the situation would be entirely different. If $\delta$ is the maximum

[^100]path difference variation due to $B$ then the maximum path difference between $W_{o}$ and $W_{e}$ at (b) would be $(\delta-\Delta)$ whereas it would be $(\delta+\Delta)$ at (d). Hence due to interference effects the illumination at (b) and (d) would be different from that of the background and the object would become visible but it would necessarily be doubled. This doubling effect would be of no consequence if the object $B$ is completely isolated from other objects. However such a situation rarely arises and it is usually arranged that the doubling is actually quite small with respect to the width of the object (see Fig. 90b). Here again in regions (a) and (d) where the path difference is the same the illumination is the same but in regions (b)


Fig. 90 a and b . The doubliag of the wave front in a shearing microscope. (a) Large doubling. (b) Small doubling. and (c) where the path difference changes the object becomes visible. If $\vec{d}$ is the lateral doubling, the path difference $\Delta^{\prime}$ in the region (b) a having a slope $d$ is given by $\Delta^{\prime}=\alpha d$ if the two wavefronts are in phase (i.e. if $\Delta=0$ ). If however, the two wavefronts are not in phase the path difference in the region (b) is - $\Delta^{\prime}=\alpha d-\Delta$ and in the region (c) it is $\Delta^{\prime}=\alpha d+\Delta$. The object $B$ therefore becomes visible.
The first method of total doubling obviously corresponds to introducing a path difference in a manner similar to phase contrast microscopy. The second method obviously gives a differential method.

Jamin ${ }^{1}$ was the first to construct a polarisation interferometer while it was first applied to a microscope by Lebedeff ${ }^{2}$. Jamin used two identical uniaxial crystal plates (calcite) cut at $45^{\circ}$ to the axis and oriented in the same way. A half wave plate placed at $45^{\circ}$ between the two calcite plates converts the ordinary and extraordinary waves in the first plate into the extraordinary and ordinary waves respectively in the second plate. There is therefore a compensation of path differences in the two plates and observations can be made in white light. The object is placed between the two plates when there is doubling. The disadvantages of this system are that (1) a calcite plate has to be introduced between the specimen and the objective and (2) the half wave plate is usually correct only for a narrow spectral range, (3) the system may not be useful for large macroscopic objects where large crystal plates have to be used.

All these disadvantages have been avoided in the arrangement suggested by Françon where the two crystalline plates (made of quartz) are crossed-the axis of the second plate makes an angle of $45^{\circ}$ with the plane of Fig. 91a and the projection of the axis is shown as a dotted line. The rays inside the plates are also shown. While $E O$ is in the plane of the paper, $O E$ is not in the plane but is parallel to $E O$. The adaptation of this to a microscope is shown in Fig. 91 b, the part $O_{2} P_{1} Q_{1} Q_{2} P_{2} O_{3}$ forming the interference eye piece which may be used with any microscope it may be remarked that the unit $Q_{1} Q_{2}$ when it has a large birefringence can be used for total doubling and from the hues present, a very accurate estimate of the optical thickness of the object can be made. When the

[^101]doubling is small the eye piece can be used with great advantage to observe objects with slight differences in refractive indices. Since the doubling used is quite small there is not too much loss of sensitivity. Using similar principles differential refractometers have been made for measuring extremely small changes in the refractive indices ${ }^{1}$.


Fig. 91. Françon's polarisation interferometer.
82. Measurement of the refractive index ${ }^{2}$. ه) Immersion technique. With the aid of the polarising microscope many of the optical constants can be measured for crystals. We shall not describe all the techniques nor the experimental details, which are given in standard textbooks on the polarising microscope. We shall content ourselves by describing some of the procedures.

The refractive indices of crystals are usually determined by the immersion method. The basic principle of the method is that when a transparent crystal is immersed in a liquid having the same refractive index it becomes invisible. This will occur accurately only for one wavelength at a time, as the dispersion of the refractive index of the solid and the liquid may differ. The immersion medium employed is usually a liquid ${ }^{3}$ and in rare cases a solid ${ }^{4}$. The variation in the refractive index of the medium to attain exact equality with that of the crystal is obtained by varying the relative proportions of two miscible liquids ${ }^{5}$, or by varying the temperature of the liquid ${ }^{6}$ or by varying the wavelength of observation ${ }^{7}$ or by varying both.

A complete list of miscible liquids and the methods of determining their refractive indices are given in most standard works on petrographic microscopy. The last three methods given above make use of the property that the variation of refractive index with wavelength or temperature of a liquid is in general much greater than that of a solid.

Two methods are used to distinguish whether the refractive index of a crystal is higher or lower than that of the immersion medium.
(a) The Becke method or the method of parallel illumination: With a high power objective if the crystal is sharply focussed and if the objective is slightly raised, a bright line (Becke line) will appear near the border and will move into the substance having the higher refractive index. On depressing the tube the phenomenon is reversed.

[^102](b) The Van der Kolk ${ }^{1}$ or the method of oblique illumination: If one-half of the incident light is cut off by inserting a card between the condenser and the stage then a shadow appears on the same side of the crystal as that on which the screen is inserted if the substance has a greater refractive index than the medium. There are many methods of obtaining this inclined illumination but perhaps one of the most sensitive methods is that given by SAYLOR ${ }^{2}$ in which two light stops are used, one at the focal plane of the objective and the other above the low power component of the condenser. The limit of accuracy of the immersion method is usually about 0.002 while with temperature control it could be increased to 0.0005 . However, recently using the Saylor technique the accuracy has been greatly increased to 0.00003 for optical glasses ${ }^{3}$.. It may also be remarked that for identification purposes measurements are usually made in white light.

For optically isotropic crystals refractive index measurements can be made in unpolarised light, the isotropy being detected by the fact that crystals show no restoration between crossed polarisers for all orientations.

The determination of the ordinary refractive index ( $\omega$ ) for uniaxial crystals presents no difficulty; the indicatrix being a spheroid $\omega$ is one of the principal refractive indices of every section. The measurement is made with the incident light having its vibration parallel to the appropriate principal vibration direction in the crystal section. For very accurate determination, a section perpendicular to the optic axis, showing no restoration should be used. The principal extraordinary index $\varepsilon$ for a crystal lying on a slide with its 3,4 or 6 fold axis (i.e. optic axis) horizontal, can be measured directly using incident light with its vibration parallel to this axis. However many uniaxial crystals are of such a shape that the optic axis is never horizontal. Then the crystals are broken and the two principal indices for a series of specimens are determined. It will be found that while one refractive index ( $\omega$ ) is always the same, the other continuously varies. The limiting value (either maximum of minimum depending on the optical sign of the crystal) of the other index gives the value of $\varepsilon$. It is best to make measurements on crystal grains that show the highest polarisation colours.

For biaxial crystals also, advantage is usually taken of the morphological relationship between the crystal axes and the axes of the index ellipsoid. It may be possible, under favourable circumstances using a simple rotation apparatus, to determine all the three indices for crystals belonging to the orthorhombic or monoclinic classes. In the former class all the principal axes can be determined from the morphology, while in the second at least one principal axis of the crystal can be determined from the morphology.

In many crystals the refractive index $\gamma$ is so high that it cannot be determined by immersion techniques. A simple and accurate method for finding $\gamma$ has been given by Wood and Agliffe ${ }^{4}$, when the directions of the three principal axes can be obtained from morphology. The crystal is mounted on the needle of a rotation apparatus so that $\beta$ is parallel to the axis of rotation and the optic axial plane (containing $\alpha, \gamma$ ) is normal to the axis of rotation. It must be possible with this mounting to determine $\alpha, \beta$ directly by the immersion methods with the plane of the incident polariser in that of the optic axial plane. The crystal

[^103]is now immersed in liquids of successively greater refractive index and it is rotated until a match is obtained. If $n$ is the refractive index of the liquid, then
\[

$$
\begin{equation*}
\frac{1}{n^{2}}=\frac{1}{\gamma^{2}}+\left(\frac{1}{\alpha^{2}}-\frac{1}{\gamma^{2}}\right) \cos ^{2} \vartheta \tag{82.1}
\end{equation*}
$$

\]

where $\vartheta$ is the angle through which the $\alpha$ direction has to be rotated to get a match. Plotting the known values of $1 / n^{2}$ against $\cos ^{2} \vartheta$ one can get to a fair accuracy an extrapolated value of $\gamma$.
B) Measurements with convergent light figures. When the principal axes of a crystal cannot be determined from the morphology, the help of convergent light figures have to be resorted to. Sections giving centred interference figures which show the principal refractive indices are listed in Table 5.

Hence using the usual immersion techniques the refractive indices could be determined.

From a knowledge of the re-

| Iable 5. |  |  |
| :--- | :---: | :---: |
| Figure | Optical sign | Indices shown |
| Acute bisectrix | + | $\alpha, \beta$ |
| Acute bisectrix | - | $\beta$ |
| Obtuse bisectrix | + | $\beta$ |
| Obtuse bisectrix | - | $\alpha, \beta$ |
| Optic normal | $+v e$ or $-v e$ | $\alpha$ |
| Single optic axis | $+v e$ or $-v e$ | $\beta$ | fractive indices the optic axial angle can be calculated. Also from a knowledge of two of the indices and the optic axial angle the third index can be computed from Eqs. (33.5) and (33.6)

$$
\left.\begin{array}{rl}
\cos ^{2} V(\alpha) & =\frac{\gamma^{2}\left(\beta^{2}-\alpha^{2}\right)}{\beta^{2}\left(\gamma^{2}-\alpha^{2}\right)} \\
\cos ^{2} V(\gamma) & =\frac{\alpha^{2}\left(\gamma^{2}-\beta^{2}\right)}{\beta^{2}\left(\gamma^{2}-\alpha^{2}\right)} \tag{82.2}
\end{array}\right\}
$$

where $2 V(\alpha)$ is the acute axial angle for a negative crystal (Sect. $83 \beta$ ) and $2 V(\gamma)$ that for a positive crystal. The optic axial angle is also an important constant for a crystal and its determination is useful for identification purposes. It must be remembered that the angle between the axes which is observed under the microscope is $2 E$, the apparent optic axial angle after refraction which is different from the real optic axial angle $2 V$ inside the crystal. The relation between $2 E$ and $2 V$ is given by

$$
\begin{equation*}
\sin E=\beta \sin V \tag{82.3}
\end{equation*}
$$

where $\beta$ is the intermediate refractive index of the substance.
It is easiest to measure the optic axial angle when both the metalopes i.e., the "eyes" of the convergent light figure appear in the field of view. Under the usual conditions of observation (using the Bertrand Amici lens) several factors contribute to make the measurement of the optic axial angle inaccurate. The primary figure at the principal focus of the objective is formed on a curved surface which is observed in an orthographic projection by the eye. The isogyres may be so diffuse that the exact point of emergence of the optic axis cannot be found accurately. The simplest method of determining the optic axial angle is by Mallard's method. The distance between the melatopes is measured with a micrometer ocular and $E$ is calculated from the formula

$$
\begin{equation*}
D=K \sin E \tag{82.4}
\end{equation*}
$$

where $K$ is the Mallard's constant depending on the lens system, tube length etc. $D$ is determined by using a specimen of known optic axial angle under identical conditions. $V$ is evaluated from the formula (82.3) for which graphical methods have also been developed.

Slawson ${ }^{1}$ has devised a method for measuring the angle between the melatopes by using a variable diaphragm placed at the focal plane of the objective. This can be calibrated to give the angular distance between the centre of the field to any point on the interference figure. This method is found to be better than Marlard's method, as all the errors due to length of the tube, position of the lenses etc. are automatically eliminated.

When the apparent optic axial angle $2 E$ is near about $90^{\circ}$, for a section normal to the bisectrix the two melatopes will be outside the field of view. Michel Levy, Wright, Dana and Johannsen [10] have evolved methods for estimating the optical axial angle under these conditions. In optic axial sections when only the isogyre is visible, it is possible to estimate the value of 2 V from the curvature of this isogyre. In large random crystal sections it is most convenient to measure the optic axial angles directly on a universal stagè.

It is quite obvious that for many of these measurements it is necessary to observe the convergent light figures in small crystal grains. When the grains are comparatively large they can be isolated by using the iris diaphragm of the tube. But perhaps the most satisfactory method is that due to Johannsen. When a small auxiliary lens (which is actually a spherical globule produced by heating a fine glass fibre in a flame) is held closely above the crystal grain and viewed between crossed nicols, the interference figure is clearly seen. The use of a converger is also not essential. For convenience the fibre with the globular lens at its end may be fixed by means of wax to the stage so that it lies in the centre of the field slightly above the slide, which may then be moved around to bring the different grains beneath the lens.
y) A method for determining the refractive indices of small crystals using a simple rotation apparatus. We give here a simple method developed by Joes ${ }^{2}$ by which using only one crystal, whatever be its habit, it is possible to get both the orientation of indicatrix and also the magnitudes of the principal axes at the same time. One of the important advantages of this method is that it uses only a simple rotation apparatus.

The crystal is mounted on a glass fibre at the end of a very simple one-circle goniometer which can be fitted on to a microscope stage and which enables one to rotate the crystal about the horizontal axis. A glass slide may be adjusted such that the crystal may be completely immersed in a drop of liquid of suitable refractive index. Now when the crystal is in a given position (on a polarising microscope with the nicols crossed in parallel light), on rotating the nicols together, two extinctions are observed which correspond to the major and the minor axes of the section of the index ellipsoid by the plane of the microscope stage. For each position $\varphi$ of the goniometer there are two extinction directions $\vartheta_{1}$ and $\vartheta_{2}$ perpendicular to each other. These extinctions may be represented on a stereographic projection where $\varphi=0$ corresponds to the primitive great circle and $\vartheta=0$ corresponds to the polariser vibration parallel to the rotation axis. The goniometer is rotated successively by small angles and the corresponding values of $\vartheta_{1}$ and $\vartheta_{2}$ are plotted, each $\varphi$ value corresponding to a great circle with the axis of rotation on the line of intersection (Fig. 92a). During a complete rotation of

[^104]the indicatrix about its fixed but arbitrary axis, it is clear that every vector in it will at some time or other come into the horizontal plane. Hence it is possible to bring into the horizontal plane each one of the three axes in its turn.

As each axis of an ellipsoid is a twofold axis, every central section that contains one of the three axes has this as the axis of symmetry. For example as $\gamma$ along the $Z$ axis is the longest vector in the ellipsoid it must be the longest vector of any ellipse containing it and hence will be the major axis of that ellipse. Same argument applies to the $X$ axis, $\alpha$ being the smallest refractive index. Hence it follows that when each of the three axes comes to the horizontal plane it corresponds to an extinction direction and the points $X, Y$, or $Z$ therefore lie on the curves of the extinction direction. The axes can be located if the position of one of them could be determined. This could be easily done by finding that



Fig. 92 a and b . Stereographic projection showing JoEs's method for determining the refractive indices using a simple rotation apparatus.
vibration direction for which the refractive index is a maximum or a minimum. For this a drop of suitable liquid of known refractive index is used to immerse the crystal. By successive rotations of the crystal and setting it for extinction each time and using the Becke line technique it is possible to determine the direction of vibration for which the refractive indices of the crystal and the liquid are the same. It is now easy to discover the directions of rotation of the goniometer for which the refractive index increases (or decreases) and by changing the immersing liquid it is possible [usually within two or three attempts] to get the vibration direction when the refractive index is a maximum (say). This corresponds to the point $Z$. A great circle is drawn with $Z$ as the pole and the points of intersection of the direction of "extinction curve" with this arc is the probable position of the $X$ and $Y$ axes. The choice of these axes is usually quite unambiguous. For details and the mathematical treatment of the method the original references may be consulted. The possibility of determining the principal axes of the indicatrix directly by graphical method from the extinction curves have been discussed by Joel and Garay Cochea ${ }^{1}$. The procedure as before consists of drawing the curve for the extinction direction which consists of two distinct parts-an equitorial branch and a polar branch. (It is better to immerse the crystal in a liquid having approximately the mean refractive index of the crystal when plotting the extinction curves.) The next step consists of determining the spherical triangle $X Y Z$ for which each side is a quandrant, the two of whose vertices lie on the equitorial curve. Taking two points on the equitorial curve

[^105]the pole of the great circle passing through these is marked. Taking a series of such points the locus of the pole is drawn (Fig. 92b). The locus intersects the extinction curves at two points one of which corresponds to the axis of the index ellipsoid.

Two great circles can be drawn with these points as the pole. Each great circle intersects the equatorial part of the extinction curve at two points. We therefore have two spherical triangles one of which corresponds to the "true" indicatrix. In order to know which is the "true" one and which the "ghost", it is sufficient to remember that one of the vertices of the "ghost" triangle is $90^{\circ}$ away from $P_{0}$, the goniometer axis. Hence it would be easily possible to distinguish the "ghost" triangle. UVW from the "true". triangle XYZ.


Fig. 93. (a) The four axes of the Federov stage. (b) The five axes of the Emmons stage.
f) The universal stage ${ }^{1}$. This is an instrument which helps to orientate a single crystal grain by rotation about a number of axes that are mutually perpendicular. This is particularly useful in the identification of a single grain by optical means. The important principle underlying the method of examining crystals on a universal stage is the recognition of the optical symmetry planes. For example a uniaxial crystal may be recognised by the infinite symmetry planes parallel to the optic axis and one symmetry plane perpendicular to it. A biaxial crystal on the other hand is recognised by the three mirror planes of optical symmetry the intersections of which define the three principal axes of the triaxial ellipsoid, which are themselves two-fold axes of optical symmetry. The biaxial crystal has also two optic axes. These symmetry planes can be readily recognised by a simple procedure using the universal stage. The Federov stage has four axes of rotation while its improved version by Emmons ${ }^{2}$ has five axes. Fig. 93 give the arrangement of the axes of rotation in both the Federov and the Emmons stages.

The axes $A_{1} A_{3}$ and $A_{5}$ are parallel to the axis of the microscope (the last i.e. $A_{5}$ is the microscope stage itself) when the other axes are in the zero position, $A_{2}$ is a $N-S$ axis and $A_{4}$ is an $E-W$ axis. The Emmons stage differs from that of Federov in that there is an extra $E-W$ axis which is usually denoted by $A_{0}$, so that the same nomenclature can be used for both stages. This extra axis

[^106]considerably reduces the labour of determining each symmetry plane separately and then finding the angular coordinates of the line of intersection by the stereographic projection method. But we shall not give the routine process by which the optical indicatrix of a single grain is recognised and measured using the phenomenon of extinction.

ع) The prism method. The well known minimum deviation method can be used for the measurement of the refractive indices of anisotropic crystals also. In the case of uniaxial crystals a single prism will enable both $\omega$ and $\varepsilon$ to be determined provided it be cut so that either the refracting edge is parallel to the optic axis or else perpendicular to it, with the optic axis lying in the plane bisecting the refracting angle. In the case of biaxial crystals, two of the three refractive indices can be obtained from a prism ( $60^{\circ}$ say) in which the plane bisecting the refracting angle contains two of the principal axes of the index ellipsoid with one of these parallel to the refracting edge. Hence one requires at least two prisms to determine the three refractive indices. The making. of these prisms with the principal axes of the indicatrix in specified direction becomes more and more complex as we proceed from orthorhombic (where the crystallographic axes coincide with the axes of the optical ellipsoid) to triclinic where there is no relation between the two sets of axes ${ }^{1}$.
5) Total reflection method. If the crystal has one polished surface then perhaps the most convenient method of determining the three principal refractive indices is by the method of total internal reflection using an instrument corresponding to the Pulfrich refractometer ${ }^{2}-$ the crystal having a lower refractive index than the adjacent medium. When the crystal is put in optical contact with the prism on the hemisphere of the refractometer two critical edges are seen (which are linearly polarised). When the crystal is rotated in the plane of its surface the critical edges move and the four extreme positions of the two edges are noteds Since the crystal is being rotated about a random axis all the arguments presented in Sect. $82 \gamma$ in connection with Joel's method hold. Hence the maximum and minimum values correspond to $\alpha$ and $\gamma$ while one of the two inner extremalt corresponds to $\beta$. The ambiguity in $\beta$ can be resolved by making measuremens. on another non-parallel section of the crystal. When no other section is avilable the method used is the following ${ }^{3}$.

Where the crystal has been rotated into the position giving the maximum reading $\gamma$ the other shadow edge provides a second reading say $R$. If the reading associated with $\alpha$ is $r$ and if $\varphi$ is the angle between the position at which these occur then

$$
\begin{equation*}
\cos ^{2} \varphi=\frac{\alpha^{2} \gamma^{2}\left(\beta^{2}-\boldsymbol{r}^{2}\right)\left(\beta^{2}-R^{2}\right)}{\gamma^{2} R^{2}\left(\beta^{2}-\alpha^{2}\right)\left(\beta^{2}-\gamma^{2}\right)} \tag{82.5}
\end{equation*}
$$

From this the approximate value of $\beta$ can be computed, and the extremal corresponding to $\beta$ rẹcognized. Other methods using a polarising cap have also been suggested.
83. Measurement of birefringence. $\alpha$ ) The determination of the "fast" and "slow" axes in a crystal plate possessing only linear birefringence. These comespond to the principal axes of the elliptic section of the index ellipsoid normal to the direction of observation and are also the two privileged directions of vibration in a crystal plate. It is worthwhile remembering that the "fast" axis corresponds

[^107]to that direction of vibration which has the lower refractive index (minor axis) and the "slow" axis to that with the higher refractive index (major axis).

When a crystal plate is observed between simultaneously rotated crossed polarisers, there are two positions, perpendicular to each other, where one gets complete crossing. These happen only when the direction of vibration of the incident light coincides with one of the two privileged directions of the crystal plate. In all other positions the crystal exhibits polarisation colours, which arise due to the phase difference introduced by the crystal between the two waves that travel inside it (see Sects. 63 and 64). The colours are most vivid when the incident vibration is at $45^{\circ}$ to the privileged directions of the vibrations of the crystal. For this setting colour charts giving the polarisation colours for different values of phase retardation are available and are usually referred to as the Newtonian scale of colours. If now a birefringent plate or wedge of known optical characteristics is placed above or below the crystal with its principal vibration direction coinciding with those of the crystalline plate, the colours seen through the combination change. If for example the "fast" axis of the test plate coincides with that of the crystal plate, the phase difference between the two emerging beams increases and the interference colours will rise in the Newtonian colour scale. If on the other hand, the "fast" axis of one coincides with the "slow" axis of the other, the interference colours will fall in the Newtonian scale. The test devices used are usually (a) a mica $\lambda / 4$ retardation plate, (b) a full wave retardation plate made of gypsum or (c) a simple quartz wedge. These can be introduced in a slot in the microscope tube but care must be taken to see that they are in a proper orientation with respect to the crystal plate. The $\lambda / 4$ plate is more useful for examining crystals of relatively high retardation while the full wave plate is more suitable for the study of specimens with low birefringence.
B) Determination of the optical sign of a crystal. A uniaxial crystal is "positive", $(+)$ if $\varepsilon>\omega$ i.e., the index ellipsoid is a prolate spheroid and is negative $(-)$ if $\varepsilon<\omega$. A biaxial crystal is positive if $\gamma$ is the acute bisectrix and is negative if $\alpha$ is the acute bisectrix. If one gets the appropriate crystal sections it will be possible to determine the optical sign directly by measuring the refractive indices. The optical character can be easily determined by making observations on the interference figures. The determination of the sign finally resolves itself to finding (a) whether the radial or tangential directions is faster in uniaxial crystals and (b) whether in the acute interference figure the vibration in the optic normal direction $(\beta)$ is faster or slower than that in the line joining the melatopes in biaxial crystals. This can be done by the insertion of a $\lambda / 4$, a full wave retardation plate or a quartz wedge, at the proper angle. Fig. 94 gives the effect of a quartz wedge on a centred uniaxial or biaxial figure.

The problem however is more complicated when the melatopes are not in the field of view but many of the text books mentioned earlier give excellent diagrams showing the actual movements of the fringes and these should prove useful in such cases. The theory of these phenomena has been dealt with in detail in Sect. 64.
$\gamma$ ) The measurement of birefringence. The birefringence introduced by any crystalline plate can be accurately determined by compensating it by a graduated quartz wedge compensator or a Babinet compensator which have been dealt with in detail in Sect. 21. The former, which has a graduated scale etched on its surface, usually gives the path difference directly in $10^{-7} \mathrm{~cm}$. Both these require special oculars with a cap analyser. The compensator that is now very popular with microscopists is the Berek compensator which can be introduced in the tube
above the objective and which does not require a cap analyser or any special ocular. A plate of calcite about 0.1 mm thick is cut normal to the optic axis and mounted on a rotating axis in a metal holder. A calibrated drum controlling the rotation


Fig. 94 a and b . Effect of a quartz. wedge on the interference figures due to $+v e$ and $-v e$ crystals. (a) Uniaxial. (b) Biaxial.
measures the angular position of the calcite plate. To determine the birefringence with this instrument, the crystal plate on the stage is rotated so that the trace of the vibration of the fast ray is parallel to the trace of the slow ray in the inclined plate of the compensator. The angle through which the calcite plate is rotated to reach compensation measures the path difference produced by the crystal
plate. The Berek, the Babinet and the quartz wedge compensators can also be used effectively in the determination of the sign of the crystal.

The dispersion of birefringence with wavelength can be measured from the channeled spectrum observed in the beam transmitted by a crystal placed between crossed polaroids when white light is incident on it. This method has been used with success in the measurement of the dispersion of the stress birefringence in cxystal ${ }^{1}$.
84. The measurement of optical rotation. $\alpha$ ) Along the optic axis. In a cubic crystal for any direction of propagation, or in a birefringent crystal for directions along the optic axes, the rotation of the plane of polarisation can be measured very accurately using some of the well known techniques of polanimetry. Very good accounts of the experimental methods are given in various review articles ${ }^{2}$. We shall not deal with them here.
$\beta$ ) Along directions other than the optic axes. The effect observed would be the result of superposing the effects of optical rotation and birefringence (Sect. 39). Most of the measurements that have been made are confined to the case of quartz (a uniaxial crystal) and that too for directions perpendicular to the optic axis. We shall therefore deal only with this specific case, although the same methods can be directly applied for the measurement of optical rotation along any direction in either a uniaxial or a biaxial crystal.

From the results of Sects. 38 and 39 one sees that if on a plate of quartz cut parallel to the optic axis, a linear vibration is incident with the vibration direction parallel or perpendicular to the optic axis, the emergent vibration is not linear (as in an inactive birefringent crystal), but is slightly elliptic. If the ratio of the axes of this ellipse is $b / a$, then the emergent light may be represented by a point on the Poincaré sphere whose latitude is $2 \omega$, where $\tan \omega=b / a$. The angle $\omega$ would be a maximum for a thickness corresponding to a half wave plate and for such a plate $\omega_{m}$ has been measured to be $13^{\prime}$ by VoIGT ${ }^{3}$ for the $D$ line of sodium (for propagation perpendicular to the optic axis). This measurement alone is quite sufficient to compute the optical rotation of quartz perpendicular to the optic axis. This comes out to be half the rotatory power along the optic axis but the rotation is of the opposite sign.

The next important experiment is that of Wever ${ }^{4}$ who, using a $60^{\circ}$ prism with its edge parallel to the optic axis, actually separated the two privileged vibrations transmitted unchanged along any direction. He measured the ellipticities of the vibrations and confirmed the values obtained by Voigt.
_ Later the rotatory power of quartz has been measured accurately by two groups of workers, Brubat and Grivet ${ }^{5}$, and Szivessy and Münster ${ }^{6}$, using slightly different techniques and we shall describe the general principles of these two methods. In both the methods a plane parallel plate of quartz cut parallel to the optic axis is employed.

In the first method, the plate is placed between crossed linear polarisers and rotated till a minimum of intensity is transmitted. This is what Bruhat et al. call the azimuth of minimum. Next a Nakamura biplate is introduced in front of the analysing nicol. It is found that the two halves do not show equality.

[^108]The plate is again rotated in its own plane till the two halves of the Nakamura plate show an equality of intensity. This position is called the azimuth of equality. Now the total birefringence of the plate is measured using any of the well known methods. These three measurements are sufficient to compute the rotation perpendicular to the optic axis.

The theory of the method can be understood by referring to Figs. 95 a and 95 b . Let $P$ be the linear incident vibration. The effect of the crystal plate of thickness $t$, possessing both birefringence and optical activity would be a rotation $t \Delta^{\prime}=\Delta$ about the axis $E O F$ where the latitude of $E$ i.e. $2 \vartheta$ is given by

$$
\begin{equation*}
\tan 2 \vartheta=\frac{2 t \varrho^{\prime}}{t \delta^{\prime}}=\frac{2 \varrho}{\delta} \tag{84.1}
\end{equation*}
$$


b
Fig. 95 a and b. Poincaré representation to explain Brugar's method of determining the optical rotation of cuartz normal to the optic axis.
where $\varrho^{\prime}$ is the rotatory power in the absence of $i$ birefringence and $\delta^{\prime}$ is the birefringence in the absence of rotation. The total birefringence

$$
\begin{equation*}
t \Delta^{\prime}=t \sqrt{\delta^{2}+(2 \varrho)^{2}}=\frac{t \delta^{\prime}}{\cos 2 \vartheta}=\frac{\delta}{\cos 2 \vartheta} \tag{84.2}
\end{equation*}
$$

and since the ellipticity of the emergent ellipse is small, one could take

$$
\begin{equation*}
2 \vartheta \approx \frac{2 \varrho}{\delta} \text { and } \Delta \approx \delta \tag{84.3}
\end{equation*}
$$

The incident state $P$ would therefore be brought to the elliptic state $M$. The effect of rotating the plate in its own plane would be to move the point $E$ along a small circle whose latitude is $2 \vartheta$. Since the ellipticities are small the portion of the Poincaré sphere could be approximated to a plane and this is shown in Fig. 95 b. For any general setting of the plate (axis of rotation $E F$ ) the intensity transmitted by the analyser is

$$
\begin{equation*}
I=\sin ^{2} \frac{1}{2} P M \tag{84.4}
\end{equation*}
$$

and since $\overparen{P M}=2 \widehat{P E} \sin \frac{\Delta}{2}, I$ would be a minimum when $\overparen{P E}$ is a minimum. This will occur when $E$ is at $E_{1}$ (latitude $2 \vartheta$ ) on the same meridian as $P$. Hence, at the azimuth of minimum, the ellipses that are propagated unchanged correspond to $E_{1}$ and the opposite ellipse $F_{1}$. (It may however be noted that the ellipse emerging from the crystal actually corresponds to $M_{1}$.) Now when a Nakamura plate is used in front of the analysing nicol the two halves will not be equal.

The crystal plate will have to be rotated in its own plane and the two halves will become equal only when the emerging vibration $M_{2}$ is on the same meridian as $P$, so that $E$ now occupies the position $E_{2}$.

Now

$$
\begin{equation*}
P M_{2}=4 \vartheta \tag{84.5}
\end{equation*}
$$

and since $E_{1}$ lies on $P M_{2}$ the azimuth of equality $E_{2}$ differs from the azimuth of minimum $E_{1}$ by an angle $2 \alpha_{m}$ given by (from the triangle $P M_{2} E_{2}$ )

$$
\begin{equation*}
2 \alpha_{m}=2 \vartheta \cot \frac{\Delta}{2} \tag{84.6}
\end{equation*}
$$

Here the approximation is made that the length of the small circular arc $E_{1} E_{2}=$ the great circular arc $\widehat{P Q}$.

Since both $\Delta$ (measured using a compensator), and $\alpha_{m}$ are experimentally determined, $\vartheta$ can be calculated and hence $\varrho$ can be computed from (84.3).

Bruhat and Grivet using this technique have measured the optical rotation of quartz perpendicular to the optic axis for a series of wavelengths from $\lambda=$ $5461 \AA$ to $\lambda=2537 \AA$. They used an accurate photoelectric method for measuring the azimuths of minimum. For the exact experimental procedure and the estimation of errors the original paper may be consulted. The value obtained for $\varrho_{\perp} / \varrho_{11}$ was -0.51 for $\lambda=5461 \AA$ which increased to -0.57 for $\lambda=2537 \AA$. These results confirm not only the values obtained by Voigt and Wever but also their finding that the sign of the rotation perpendicular to the optic axis is opposite to that parallel to the optic axis.

In the second method due to Szivessy and MÜnster, the azimuth of minimum is first determined using crossed linear polarisers. Then instead of a Nakamura biplate, a birefringent half shade (Bravais plate of small retardation) is introduced before the final analyser. This consists of two birefringent plates of exactly equal thicknesses but with their slow and fast axes interchanged. Hence the two halves show equality only when linearly polarised light is incident on it (see Sect. 20 $)$. The quartz plate (cut parallel to the optic axis) is rotated in its own plane till the Bravais double plate shows equality of intensity (i.e. plane polarised light is emergent from the crystal). When the polariser and analyser are crossed there are two positions in a complete rotation of the crystal plate in which the emergent light is linearly polarised. The situation is illustrated in Fig. 96, the point $P$ representing the incident light on the equator is brought back to $M_{3}$ on the equator by a rotation about $E_{3} O F_{3}$ where the latitude of $E_{3}$ is $2 \vartheta$.

From the triangle $P E_{3} S, \overparen{P S}=2 \alpha$ the angle through which plate is turned from the azimuth of minimum to get a linear vibration emergent from it and $\overparen{E_{3} S}=2 \vartheta$ and hence

$$
\begin{equation*}
\tan 2 \alpha=\sin 2 \vartheta \tan \frac{\Delta}{2} . \tag{84.7}
\end{equation*}
$$

Measuring the total birefringence $t \Delta^{\prime}$, the value of $\vartheta$ can be determined from which $\varrho$ can be computed. It may be remarked that in the paper by Szivessy and MÜNSTER the formula is expressed in terms of $k=\tan \vartheta$.

Using this method, $\varrho_{\perp}$ for different wavelengths have been measured and the value -0.45 was obtained for $\varrho_{\perp} / \varrho_{\|}$, a value differing by about $10 \%$ from that of Bruhat and Grivet.

From Sect. 40 we know that the optical rotation power is determined by the symmetric tensor which can be represented by the equation [cf. Eq. (40.1)]

$$
\begin{equation*}
\gamma_{11}^{\prime} x_{1}^{2}+\gamma_{22}^{\prime} \varkappa_{2}^{2}+\gamma_{33}^{\prime} \varkappa_{3}^{2}+2 \gamma_{23}^{\prime} x_{2} \varkappa_{3}+2 \gamma_{31}^{\prime} \varkappa_{3} \varkappa_{1}+2 \gamma_{12}^{\prime} x_{1} \varkappa_{2}= \pm 1 \tag{84.8}
\end{equation*}
$$

where $\chi_{1}, \varkappa_{2}, \varkappa_{3}$ correspond to the axes of coordinates. The sign in the right is to be so chosen that the surface is real. In optically uniaxial crystals the gyration surface represented by (84.8) is a surface of revolution ${ }^{1}$ about the optic axes. If the axial system $\left(x_{1}, \varkappa_{2}, \varkappa_{3}\right)$ is so chosen that $\varkappa_{1}$ is along the optic axis, then $\gamma_{i k}^{\prime}=0$ for $i \neq k, \gamma_{22}^{\prime}=\gamma_{33}^{\prime}$ and if we put $\gamma_{11}^{\prime}=\gamma_{a}^{\prime}$ and $\gamma_{22}^{\prime}=\gamma_{33}^{\prime}=\gamma_{s}^{\prime}$ and $x_{1}=a$ and $x_{2}^{2}+x_{3}^{2}=s^{2}$ Eq. (84.8) reduces to

$$
\begin{equation*}
\gamma_{a}^{\prime} a^{2}+\gamma_{s}^{\prime} s^{2}= \pm 1 \tag{84.9}
\end{equation*}
$$

Since in quartz $\gamma_{s}^{\prime}$ and $\gamma_{s}^{\prime}$ are of opposite signs, the rotation surface has the shape of two conjugate hyperboloids of revolution about the optic axis.


Fig. 96. Poincaré representation showing Szivessy's method of measuring the optical rotation of quartz normal to the optic axis.


Fig. 97. The section of the optical activity surface parallel. to the optic axis in quartz.

The lines of the common asymptotic cone make with the optic axis an angle $\bar{\beta}$ given by

$$
\begin{equation*}
\tan ^{2} \bar{\beta}=-\gamma_{a}^{\prime} / \gamma_{s}^{\prime} \tag{84.10}
\end{equation*}
$$

The meridonial section of the surface is shown in Fig. 97. The optical activity in a direction making an angle $\beta$ with the optic axis is given by

$$
\gamma_{G}=\gamma_{a}^{\prime} \cos ^{2} \beta+\gamma_{s}^{\prime} \sin ^{2} \beta
$$

where $\gamma_{G}$ is the scalar parameter of gyration and here obviously $\gamma_{a}^{\prime}$ and $\gamma_{s}^{\prime}$ are the measure of the activity along and perpendicular to the optic axis. Since $\gamma_{s}^{\prime} / \gamma_{a}^{\prime}=$ $\varrho_{\perp} / \varrho_{\|}=-0.45$ the scalar parameter would be given by

$$
\begin{equation*}
\gamma_{G}=-\frac{n_{\omega} \varrho_{\|} \lambda}{\pi}\left(\cos ^{2} \beta-0.45 \sin ^{2} \beta\right) \tag{84.11}
\end{equation*}
$$

where $n_{\omega}$ is the ordinary refractive index.
Since the-ratio of $\varrho_{\perp} / \varrho_{\|}$is practically independent of wavelength it follows that a plate cut at $56^{\circ} 10^{\prime}$ to the optic axis [from Eq. (76.10)] behaves as an inactive crystal.

Szivessy and MÜnster have established by experiments that a quartz plate whose normal makes an angle $56^{\circ} 10^{\prime}$ with the optic axis behaves like an optically inactive plate over the entire spectral region for a parallel beam of light at normal incidence, thus confirming the predictions of theory. These authors have therefore advocated that in making Soleil compensators and certain other half shades, sections of quartz at $56^{\circ} 10^{\prime}$ to the optic axis must be used if the measurements are to be free from errors.
y) Along the optic axis in the presence of dichroism: This has been dealt with in detail in Sects. $71 \beta$ and 72.

1 This is not true for the tetragonal tetartohedral and tetragonal hemihedral ciasses.

## E. Variation of properties due to external influences.

85. General considerations. The external influences that could affect the optical properties of a crystal could take the form of a scalar (e.g., temperature or hydrostatic pressure), or a vector (e.g., electric field, magnetic field etc.) or a tensor (a stress, strain etc.). The general effect of these external influences would be to alter the optical parameters determining the propagation of light in a crystal.

These can for convenience be classified into those that relate to the refractive, the gyratory or the absorptive properties of the crystals. The parameters that are usually chosen for the complete description of the effect of external influences on crystals are the components of the index, gyration and absorption tensors. In what follows we shall be referring mostly to refractive properties (i.e., the changes in the index tensor) as a large amount of experimental and theoretical work has been concentrated on this aspect of the subject. The methods indicated can however be equally well applied to the case of the gyration and the absorption tensors. The effect of the external agent would therefore be to alter each component of the index tensor $a_{i j}$ by a small amount $\Delta a_{i j}$. This would physically correspond to the alteration of the magnitudes and directions of the principal axes of the index ellipsoid.

One could to a first degree of approximation assume that the changes induced in the optical parameters are proportional to the magniturle of the scalar or are a homogeneous linear function of the components of the vector or the tensor. In such a case using the matrix notation we can write
$\left.\begin{array}{ll}\text { (a) } \quad\left[\Delta a_{i j}\right]=\left[c_{i j}\right] S & \text { ( } S \text { is a scalar), } \\ \text { (b) }\left[\Delta a_{i j}\right]=\left[c_{i j, k}\right] A_{k} & \text { ( } A_{k} \text { is a vector) }, \\ \text { (c) }\left[\Delta a_{i j}\right]=\left[c_{i j, k l}\right] B_{k l} & \text { ( } B_{k l} \text { is a tensor of the second rank) }\end{array}\right\}$
and so on. From a knowledge of the nature of the tensor whose components are $\Delta a_{i j}$ and also the nature of $S, A_{k}$ or $B_{k l}$ one can determine the type of the tensors $c_{i j}, c_{i j, k}$ or $c_{i j, k l}$.

For example since $\left[a_{i j}\right]$ is a symmetric tensor of rank two, $\left[\Delta a_{i j}\right]$ would also be a symmetric tensor. Hence $\left[c_{i j}\right]$ must be $3 \times 3$ symmetric tensor having therefore 6 independent components. However $\left[c_{i j, k}\right]$ must be a tensor of rank 3 but symmetric in $i$ and $j$. Hence its elements can be written in the form of a $6 \times 3$ matrix with 18 components. If $B_{k l}$ is a symmetric tensor of rank two as in the classical case of homogeneous stress or strain then $\left[c_{i j, k}\right]$ ] would be a tensor of rank 4 but symmetric in $i$ and $j$ and $k$ and $l$. Hence its independent elements can be represented by a $6 \times 6$ matrix with 36 distinct constants for the most general case. It is to be noted that $c_{i j, k l}$ is not symmetric for an interchange of ( $i j$ ) and ( $k l$ ), since these indices refer to entirely different properties of the medium, e.g. optical and elastric properties. That this had been overlooked by Pockels in his classical studies in photo-elasticity was pointed out by Bhagavartam (see Sect. 92 below). The number of independent constants in all cases would. be reduced by any symmetry in the crystal.

If however the changes of the optical parameters are quadratic functions of the vector or tensor components we have

$$
\left.\begin{array}{l}
\text { (a) }\left[\Delta a_{i j}\right]=\left[c_{i j k l}\right] A_{k} A_{l}, \\
\text { (b) }\left[\Delta a_{i j}\right]=\left[c_{i j k l m n}\right] B_{k l} B_{m n} \tag{85.2}
\end{array}\right\}
$$

and so on. In these cases also, the nature of the matrix describing the change may be computed. It may be remarked that, except in a very few substances,
the quadratic effect is usually a second order effect. The changes in the optical properties which we are discussing do not relate to those associated with transformations of crystal structures due to external influences.

## I. Variation with temperature.

86. Changes in refractive indices and the optic axial angle. $\alpha$ ) In the most general case the number of constants necessary to describe the changes in the constants of the index tensor $\left[a_{i j}\right]$ due to an alteration in the temperature is six and $\Delta a_{i j}$ can be written as

$$
\begin{equation*}
\Delta a_{i j}=k_{i j} \Delta t \tag{86.1}
\end{equation*}
$$

where $\Delta t$ is the rise in temperature. It is convenient to choose the principal axes of the index ellipsoid as the axes of coordinates. These coincide with the crystallographic axes for cubic, tetragonal (trigonal, hexagonal) and orthorhombic crystals. Hence for all these classes $k_{i j}(i \neq j)=0$. The effect of temperature would therefore be to alter the magnitude of the principal axes of the index ellipsoid without any change in their orientation. In monoclinic crystals one of the principal axes will continue to coincide with the unique axis, while the other two may change their orientation, remaining all the while in the symmetry plane. In triclinic crystals the temperature would affect the orientation and magnitude of all the three axes of the index ellipsoid. The number of constants necessary to describe the effect of temperature in different crystal classes is given below.

$$
\begin{aligned}
& \text { Cubic Tetragonal Orthorhombic Monoclinic Triclinic } \\
& \text { Trigonal unique axis } \\
& \text { Hexagonal } \\
& \text { oy } \\
& \left|\begin{array}{lll}
k_{11} & 0 & 0 \\
0 & k_{11} & 0 \\
0 & 0 & k_{11}
\end{array}\right|\left|\begin{array}{lll}
k_{11} & 0 & 0 \\
0 & k_{11} & 0 \\
0 & 0 & k_{33}
\end{array}\right|\left|\begin{array}{lll}
k_{11} & 0 & 0 \\
0 & k_{22} & 0 \\
0 & 0 & k_{33}
\end{array}\right|\left|\begin{array}{ccc}
k_{11} & 0 & k_{13} \\
0 & k_{22} & 0 \\
\vec{k}_{13} & 0 & k_{33}
\end{array}\right|\left|\begin{array}{lll}
k_{11} & k_{12} & k_{13} \\
k_{12} & k_{22} & k_{23} \\
k_{13} & k_{23} & k_{33}
\end{array}\right|
\end{aligned}
$$

It is quite obvious that in the last three cases there would be an alteration in the optic axial angle due to temperature. This can be computed using Eq. (82.2).

Perhaps the most interesting phenomenon connected with thermo-optics is the Mitscherlish phenomenon. When a plate of gypsum which at room temperature is a positive biaxial crystal is heated, the optic axial angle goes on diminishing and at about $90^{\circ} \mathrm{C}$, for $\lambda 5893$, the crystal becomes uniaxial. Above this temperature the crystal again becomes biaxial, but with its optic axial plane rotated through a right angle. It has been shown in Sect. 33 that the optic axial plane in any biaxial crystal is that which contains the directions of the minimum and maximum principal refractive indices (namely $\gamma$ and $\alpha$, where $\gamma>\beta>\alpha$ ). The condition necessary for exhibiting the Mitscherlisch penomenon in any biaxial crystal is that two of the principal refractive indices must be close to each other (say $n_{2}=\beta \approx n_{1}=\alpha$ ) and $\frac{d \alpha}{d t}>\frac{d \beta}{d t}$. In such a case at some particular temperature $n_{2}$ could become equal to $\alpha$, making the crystal uniaxial. At higher temperatures $n_{1}$ may become greater than $n_{2}$ so that $n_{2}$ becomes $\alpha$ and $n_{1}$ becomes $\beta$ and the axial plane would be now that containing $n_{2}$ and $n_{3}$. This phenomenon of crossed axial dispersion can be most spectacularly exhibited in the case of crystals in which all the three refractive indices are very close to each other, for in such a case the optic axial angle would be large. This phenomenon has been observed in many crystals but special mention ${ }^{1}$ may be made of $\mathrm{CsSeO}_{4}$ in which within

[^109]the narrow range of 0 to $250^{\circ} \mathrm{C}$ each of the three axes of the index ellipsoid becomes in turn the acute bisectrix. It must be remembered that in the case of monoclinic and triclinic crystals this effect is accompanied by the rotation of the axes of the index ellipsoid with respect to the crystallographic axes due to thermal expansion effects.

Very few investigations have been made of the variation of the absorption or gyration tensor surfaces with temperature in a general biaxial crystal. Most of these studies have been confined to isotropic or uniaxial crystals. In the latter case the observations have been restricted to directions parallel to the optic axis.

Expeximental methods. Very few measurements of the actual constants have been made for crystals of symmetries lower than orthorhombic. For crystals for which there is no rotation of the axes of the index ellipsoid, we have

Hence

$$
\begin{align*}
& a_{i i}=\frac{1}{n_{i}^{2}} \\
& k_{i i}=\frac{\Delta a_{i i}}{\Delta t}=-\frac{2}{n_{i}^{8}} \frac{d n_{i}}{d t} \tag{86.2}
\end{align*}
$$

The temperature coefficient of refractive index of a solid can be evaluated from the measurements of the refractive index of the substance at different temperatures by the well known prism method. The various details of the technique can be obtained elsewhere ${ }^{1-3}$. The disadvantages and the limitations of this method are obvious. The requirement of the experimental specimen in bulk, the maintenance of these large non-conducting specimens at uniform temperatures, the making of prisms from crystals that exhibit a layer structure are some of the problems one is confronted with. Since the magnitude of $d n / d t$ is of the order of $10^{-5}$, the prism has to be heated by $100^{\circ} \mathrm{C}$ to alter its refractive index by one unit in the third place of decimals. Hence the accuracy of the method is also not very high.

A much simpler way of measuring $d n j d t$ is provided by the interference method ${ }^{4}$ where it is evaluated from the measurements of the shift with temperature of the interference fringes formed between the two surfaces of the crystal, fashioned in the form of a plate. Either Newtonian fringes or Haidinger fringes can be used. In both cases, for normal incidence the bright fringes satisfy the relation

$$
\begin{equation*}
2 n_{i} l=N \lambda, \tag{86.3}
\end{equation*}
$$

where $n_{i}$ is the refractive index, $l$ the thickness of the crystal and $\lambda$ is the wavelength and $N$ an integer. On varying the temperature the fringes will move past a reference mark on the crystal. If $\Delta N$ is the number of fringes crossing this mark for a temperature change $\Delta t$ then

$$
\begin{equation*}
2 \frac{\Delta n_{i}}{\Delta t} l+2 n_{i} \frac{\Delta l}{\Delta t}=\lambda \frac{\Delta N}{\Delta t} \tag{86.4}
\end{equation*}
$$

giving

$$
\begin{equation*}
\frac{d n_{i}}{d t}=\frac{\lambda}{2 l} \frac{\Delta N}{\Delta t}-n_{z} \alpha_{i} \tag{86.5}
\end{equation*}
$$

[^110]where $l$ is the length of the specimen and $\alpha_{i}$ is the coefficient of linear expansion along the direction of propagation of light. By this method, knowing $\alpha_{i}$ one can obtain the value of $d n_{i} / d t$ with respect to vacuum. The shift of the fringes can be determined either visually or photographically. It must be mentioned that even though $\Delta N / \Delta t$ may be determined to within $1 \%$, the value of $d n / d t$ can usually be obtained only to an accuracy of $5 \%$, as the major contribution to the path retardation change usually arises due to the thermal expansion. The application of this method to birefringent crystals is obvious.

For the measurement of the variation of optical activity with temperature, the method consists of measuring the rotations of the crystal at various temperatures using the well known visual, photographic or photoelectric polarimeters ${ }^{1}$. A fair amount of experimental data on the thermo-optic behaviour of crystals has accumulated. These and a list of references on this subject may be found elsewhere ${ }^{2}$.

Phenomenological atomistic theories have been proposed to explain the thermal variation of refractive index ${ }^{3}$ and the thermal variation of optical activity in crystals ${ }^{4}$. We shall not deal with these here. But for a list of references on this subject reference 2 (footnote below) may be consulted.

## II. Electro-optics.

87. Phenomenological theory. When a crystal is placed in an electric field, there would be an alteration of the distribution of the electric charges of the atoms and molecules, which constitute the crystal. These alterations in the charges which give rise to the opposing polarisation field would affect the optical properties of the medium. It should be possible in principle to develop a consistent picture of these electro-optical effects purely from an atomistic standpoint. But in this section we shall present the simple phenomenological theory of electrooptics.

The changes in the optical properties of the medium can be, as has been shown in Sect. 85, best expressed as changes in the constants of the index ellipsoid. With respect to any set of co-ordinate axes, the equation to the index ellipsoid could be written as

$$
\begin{equation*}
a_{11} x^{2}+a_{22} y^{2}+a_{33} z^{2}+2 a_{23} y z+2 a_{31} z x+2 a_{12} x y=1 \tag{87.1}
\end{equation*}
$$

If one assumes that the constants of the undeformed criystals are represented by $a_{i j}^{0}$ and those of the electrically stressed crystal by $a_{i j}$ then to a first degree of approximation it could be assumed that $\Delta a_{i j}\left[=a_{i j}-a_{i j}^{0}\right]$ can be expressed as homogeneous linear function of the components of either (a) the electric polarisation or (b) the electric field. The three components of the polarisation field $P_{1}, P_{2}, P_{3}$ and the electric field $E_{1}, E_{2}, E_{3}$ along the principal electric axes are related by the following equations, if one neglects second order effects.

$$
\begin{equation*}
P_{i}=\frac{\varepsilon_{i}-1}{4 \pi} E_{i} \quad(i=1,2,3) \tag{87.2}
\end{equation*}
$$

[^111]where $\varepsilon_{i}$ 's are the principal dielectric constants of the substance. We therefore have (writing the six components of the index tensor as $a_{1}, a_{2}, \ldots, a_{6}$ )
\[

$$
\begin{equation*}
\Delta a_{i}=a_{i}-a_{i}^{0}=-\sum_{j} \varrho_{i j} P_{j}, \quad\binom{i=1,2,3}{i=1 \text { to } 6} \tag{87.3}
\end{equation*}
$$

\]

or

$$
\begin{equation*}
\Delta a_{i}=a_{i}-a_{i}^{0}=\sum_{j} r_{i j} E_{j}, \quad\binom{j=1,2,3}{i=1 \text { to } 6} \tag{87.4}
\end{equation*}
$$

written explicitly in terms of the components of the polarisation field Eq. (87.3) becomes

$$
\left.\begin{array}{l}
a_{11}-a_{11}^{0}=-\left[\varrho_{11} P_{1}+\varrho_{12} P_{2}+\varrho_{13} P_{3}\right],  \tag{87.5}\\
a_{22}-a_{22}^{0}=-\left[\varrho_{21} P_{1}+\varrho_{22} P_{2}+\varrho_{23} P_{3}\right], \\
a_{33}-a_{33}^{0}=-\left[\varrho_{31} P_{1}+\varrho_{32} P_{2}+\varrho_{33} P_{3}\right], \\
a_{23}-a_{23}^{0}=-\left[\varrho_{41} P_{1}+\varrho_{42} P_{2}+\varrho_{43} P_{3}\right], \\
a_{31}-a_{31}^{0}=-\left[\varrho_{51} P_{1}+\varrho_{52} P_{2}+\varrho_{53} P_{3}\right], \\
a_{12}-a_{12}^{0}=-\left[\varrho_{61} P_{1}+\varrho_{62} P_{2}+\varrho_{63} P_{3}\right]
\end{array}\right\}
$$

and in terms of the components of the electric field, Eq. (87.4) becomes

$$
\left.\begin{array}{rl}
a_{11}-a_{11}^{0} & =\left[r_{11} E_{1}+r_{12} E_{2}+r_{13} E_{3}\right], \\
a_{22}-a_{22}^{0} & =\left[r_{21} E_{1}+r_{22} E_{2}+r_{23} E_{3}\right], \\
a_{33}-a_{33}^{0} & =\left[r_{31} E_{1}+r_{32} E_{2}+r_{33} E_{3}\right], \\
a_{23}-a_{23}^{0} & =\left[r_{41} E_{1}+r_{42} E_{2}+r_{43} E_{3}\right],  \tag{87.6}\\
a_{31}-a_{31}^{0} & =\left[r_{51} E_{1}+r_{52} E_{2}+r_{53} E_{3}\right], \\
a_{12}-a_{12}^{0} & =\left[r_{61} E_{1}+r_{62} E_{2}+r_{63} E_{3}\right],
\end{array}\right\}
$$

and the two sets of constants $\varrho_{i j}$ and $r_{i j}$ are related as

$$
\begin{equation*}
r_{i j}=\frac{\varepsilon_{j}-1}{4 \pi} \varrho_{i j} . \tag{87.7}
\end{equation*}
$$

It must be mentioned that although $\varrho_{i j}$ 's are of greater theoretical importance for the development of atomistic theories, the constants $r_{i j}$ are the ones that are most readily obtained experimentally. It is therefore customary to measure the constants $r_{i j}$ and then compute the values of $\varrho_{i j}$ from a knowledge of the dielectric properties of the crystal. We shall call the constants $r_{i j}$ as the electrooptic constants.

From Eqs. (87.5) and (87.6) we find that in the most general case, the number of electro-optic constants that can exist is 18 . However, if one uses the principle that all expressions involving any physical constant of a crystal should be invariant when any symmetry operation of the crystal is applied, one can find the number of electro-optic constants for the different crystal classes. The detailed methods of computation have been given elsewhere ${ }^{1,2}$. When this is done one finds that there are only twenty groups (all non-centro-symmetric) for which there are suviving constants. These are also the groups that exhibit piezoelectricity. The surviving constants for these 20 groups have been listed in Table 6. All classes not listed have $\gamma_{i j}=0$. The subscripts indicate the independent values

[^112]of the coefficients. Since crystals that exhibit the electro-optic phenomenon are also piezo-electric, we must take into account the changes in the optical property caused by stresses or strains induced by the latter phenomenon. We know that in a free crystal only strains can develop while in a clamped crystal only stresses can develop. Hence the changes $\Delta a_{i j}$ in the coefficients of the index ellipsoid due to both the electro-optic and the photoelastic effect (induced by the piezo-

Table 6. Electro-optic constants surviving in the different point groups.

electric effect) can be expressed in terms of the electric field and the stresses or strains in the crystal. Hence

$$
\begin{gather*}
\Delta a_{i}=\sum_{j=1}^{\mathbf{s}} r_{i j} E_{j}+\sum_{k=1}^{\boldsymbol{6}} q_{i k} X_{k}  \tag{87.8}\\
\Delta a_{i}=\sum_{j=1}^{\mathbf{s}} r_{i j}^{\prime} E_{j}+\sum_{k=1}^{\boldsymbol{6}} p_{i k} x_{k} \tag{87.9}
\end{gather*}
$$

where $X_{k}$ and $x_{k}$ are the components of the stress and strain respectively and $q_{i k}$ and $p_{i k}$ are the stress optic and the strain optic coefficients (see Sect. 91). $r_{i j}$ and $\gamma_{i j}^{\prime}$ are the electro-optic coefficients for a clamped and a free crystal. The relations (87.8) and (87.9) are not indèpendent as

$$
\begin{equation*}
x_{k}=\sum_{k=1}^{6} s_{k j} X_{j}+\sum_{k=1}^{6} d_{j k} E_{j} \tag{87.10}
\end{equation*}
$$

where $s_{k j}$ and $d_{j k}$ are the elastic and piezo electric constants. Substituting Eq. (87.10) and (87.9) we have

$$
\begin{equation*}
\Delta a_{\imath}=\sum_{j=1}^{3}\left(r_{i j}^{\prime}+\sum_{k=1}^{6} p_{i k} d_{j k}\right) E_{j}+\sum_{j=1}^{6}\left[\sum_{k=1}^{6} p_{i k} s_{k j}\right] X_{j} . \tag{87.11}
\end{equation*}
$$

Comparing Eqs. (87.8) and (87.11) we have [see (91.10)]

$$
\begin{align*}
& q_{i j}=\sum_{k=1}^{6} p_{i k} s_{k j},  \tag{87.12}\\
& r_{i j}=r_{i j}^{\prime}+\sum_{k=1}^{6} p_{i k} d_{j k} . \tag{87.13}
\end{align*}
$$

One can see clearly that $\boldsymbol{r}_{i j}^{\prime}$ is the electro-optic coefficient associated with the direct effect of the electrical field on the optical constants while $\gamma_{i j}$ is the electro-optic coefficient which represents the total effect of the electric field on the constants of the index ellipsoid. In the early stages of experimentation it was thought that the electro-optic effect was just a secondary effect of the piezo-electric deformation (i.e. $y_{i j}^{\prime}=0$ ). The classical experiments of Pockels ${ }^{1}$ were the first to establish the existence of $r_{i j}^{\prime}$, the direct effect of the electric field in the atomic polarisability.
88. Changes in the optical behaviour of a crystal due to the electric field ${ }^{2}$. The next problem that we shall consider will be the relative dispositions of the index ellipsoids of the undeformed crystal and the electrically deformed crystal. If we choose the principal axes $O X_{0}, O Y_{0}, O Z_{0}$ of the index ellipsoid as the axes of co-ordinates, then the equation to the index ellipsoid is

$$
\begin{equation*}
a_{11}^{0} x_{0}^{2}+a_{22}^{0} y_{0}^{2}+a_{33}^{0} z_{0}^{2}=1 \tag{88.1}
\end{equation*}
$$

and that of the deformed crystal with respect to the same axis is

$$
\begin{equation*}
a_{11} x_{0}^{2}+a_{22} y_{0}^{2}+a_{33} z_{0}^{2}+2 a_{23} y_{0} z_{0}+2 a_{31} z_{0} x_{0}+2 a_{12} x_{0} y_{0}=1 \tag{88.2}
\end{equation*}
$$

and consequently in Eqs. (87.5) and (87.6)

$$
\begin{equation*}
a_{i j}-a_{i j}^{0}=a_{i j} \quad(\text { for } i \neq j) \tag{88.3}
\end{equation*}
$$

Referring Eq. (88.2) to the principal axes $O X^{\prime}, O Y^{\prime}, O Z^{\prime}$ of the ellipsoid we have

$$
\begin{equation*}
a_{11}^{\prime} x^{2}+a_{22}^{\prime} y^{2}+a_{33}^{\prime} z^{2}=1 \tag{88.4}
\end{equation*}
$$

[^113]and the direction cosines relating the two sets of axes may be described by the matrix (88.4a) where $\alpha_{1}$ is the cosine of the angle between $O X_{0}$ and $O X^{\prime}$ and so on.

|  | $X^{\prime}$ | $Y^{\prime}$ | $Z^{\prime}$ |
| :---: | :---: | :---: | :---: |
| $X_{0}$ | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ |
| $Y_{0}$ | $\beta_{1}$ | $\beta_{2}$ | $\beta_{3}$ |
| $Z_{0}$ | $\gamma_{1}$ | $\gamma_{2}$ | $\gamma_{3}$ |

From a knowledge of the $\gamma_{i j}$ these direction cosines can be computed (see also Sect. 93 on photoelasticity) from which the magnitudes of $a_{i i}^{\prime}$ of the index ellipsoid after deformation can be computed from the formulae

$$
\left.\begin{array}{l}
a_{11}^{\prime}=a_{11} \alpha_{1}^{2}+a_{22} \alpha_{2}^{2}+a_{33} \alpha_{3}^{2}+2 a_{23} \alpha_{2} \alpha_{3}+2 a_{31} \alpha_{3} \alpha_{1}+2 a_{12} \alpha_{1} \alpha_{2},  \tag{5}\\
a_{22}^{\prime}=a_{11} \beta_{1}^{2}+a_{22} \beta_{2}^{2}+a_{33} \beta_{3}^{2}+2 a_{23} \beta_{2} \beta_{3}+2 a_{31} \beta_{3} \beta_{1}+2 a_{12} \beta_{1} \beta_{2}, \\
a_{33}^{\prime}=a_{11} \gamma_{1}^{2}+a_{22} \gamma_{2}^{2}+a_{33} \gamma_{3}^{2}+2 a_{23} \gamma_{2} \gamma_{3}+2 a_{31} \gamma_{3} \gamma_{1}+2 a_{12} \gamma_{1} \gamma_{2} .
\end{array}\right\}
$$

The data available in electro-optics are extremely meagre and in no case has the measurements been extended to cases of monoclinic or triclinic crystals where the principal axes of the index ellipsoid do not coincide with the crystallographic axes. We shall present some typical cases to exemplify the methods of computation.

In the case of the point group $\overline{4} 2 m$ or $D_{2 d}$ to which a large number of signette electric crystals belong, the number of surviving constants is two, viz. $r_{41}=\dot{r}_{52}$ and $r_{63}$. The crystals belonging to this class are uniaxial and so $a_{11}^{0}=a_{22}^{0}$ giving

$$
\left.\begin{array}{ccc}
a_{11}-a_{11}^{0}=0, & a_{22}-a_{22}^{0}=0, & a_{33}-a_{33}^{0}=0,  \tag{88.6}\\
a_{23}=r_{41} E_{x}, & a_{31}=r_{41} E_{y}, & a_{12}=r_{63} E_{z} .
\end{array}\right\}
$$

Hence the crystal becomes biaxial with the axis of the index ellipsoid rotated with respect to those of the original ellipsoid. We shall consider the case of the field being parallel to $O Z$ in which case $E_{x}=E_{y}=0$. Here $a_{23}=a_{31}=0$ and the equation to the index ellipsoid reduces to

$$
\begin{equation*}
\dot{a}_{11}^{0}\left(x^{2}+\dot{y}^{2}\right)+a_{33}^{0} z^{2}+2 r_{63} E_{z} x y=1 . \tag{88.7}
\end{equation*}
$$

From this one can conclude that $O Z^{\prime}$ and $O Z_{0}$ coincide and the $x$ and the $y$ axes rotate in the $X Y$ plane. This gives

$$
\begin{equation*}
\gamma_{1}=\gamma_{2}=\alpha_{3}=\beta_{3}=0 \tag{88.8}
\end{equation*}
$$

and since the rotation is in a plane

$$
\begin{equation*}
-\alpha_{2}=\beta_{1}, \quad \alpha_{1}=\beta_{2} \tag{88.9}
\end{equation*}
$$

From the matrix given in (88.4) we have

$$
\begin{equation*}
x^{\prime}=\alpha_{1} x+\beta_{1} y, \quad y^{\prime}=\alpha_{2} x+\beta_{2} y \tag{88.10}
\end{equation*}
$$

Substituting the values from Eqs. (88.8) and (88.9) we get

$$
\begin{equation*}
x^{\prime}=\alpha_{1} x-\alpha_{2} y, \quad y^{\prime}=\alpha_{2} x+\alpha_{1} y . \tag{88.11}
\end{equation*}
$$

Introducing these in Eq. (88.7) of the index ellipsoid,

$$
\begin{equation*}
2 r_{63}\left(\alpha_{1}^{2}=\alpha_{2}^{2}\right) E_{z} x y=0 \tag{88.12}
\end{equation*}
$$

Hence, if $\vartheta$ is the angle of rotation,

$$
\begin{equation*}
\cos 2 \vartheta=0 \quad \text { or } \quad \vartheta= \pm \frac{\pi}{4} \tag{88.13}
\end{equation*}
$$

The angle of rotation of the $x$ and $y$ axes is independent of the field. Since the unstressed crystal is uniaxial one can obserye the uniaxial figures along the $Z_{0}$ axis. On putting on the electric field, since $O Z_{0}$ and $O Z^{\prime}$ coincide, the circles become ovals, the major and minor axes of the ovals being at $45^{\circ}$ to the crystallographic axes. The lengths of the two axes of the ovals change with the field,while its direction remains constant.

Substituting the values of the direction cosines in Eq. (88.5) we get

$$
\left.\begin{array}{l}
a_{11}^{\prime}=a_{11}^{0}-r_{63} E_{z},  \tag{88.14}\\
a_{22}^{\prime}=a_{11}^{0}+r_{63} E_{z}, \\
a_{33}^{\prime}=a_{33}^{0} .
\end{array}\right\}
$$

If $n_{\omega}$ and $n_{\varepsilon}$ are the ordinary and extraordinary refractive indices

$$
\begin{equation*}
a_{11}^{0}=\frac{1}{n_{\omega}^{2}}, \quad a_{33}^{0}=\frac{1}{n_{\varepsilon}^{2}}, \tag{88.15}
\end{equation*}
$$

or

$$
\begin{equation*}
a_{11}^{\prime}-a_{11}^{0}=\Delta a_{1}=-\frac{2 \Delta n}{n_{\omega}^{3}}=-r_{63} E_{z} . \tag{88.16}
\end{equation*}
$$

Therefore the change in refractive index is given by

$$
\begin{equation*}
\Delta n=\frac{1}{2} n_{\omega}^{2} r_{63} E_{z} \tag{88.17}
\end{equation*}
$$

which gives

$$
\left.\begin{array}{l}
n_{x}^{\prime}=n_{\omega}+\frac{1}{2} n_{\omega}^{3} r_{63} E_{z},  \tag{88.18}\\
n_{y}^{\prime}=n_{\omega}-\frac{1}{2} n_{\omega}^{3} r_{63} E_{z}, \\
n_{z}^{\prime}=n_{\varepsilon} .
\end{array}\right\}
$$

The birefringence of plane waves propagated along these axes will be

$$
\left.\begin{array}{l}
B_{x}^{\prime}=n_{y}^{\prime}-n_{z}^{\prime}=n_{\omega}-n_{z}-\frac{1}{2} n_{\omega}^{3} r_{63} E_{z},  \tag{88.19}\\
B_{y}^{\prime}=n_{z}^{\prime}-n_{x}^{\prime}=n_{w}-n_{\varepsilon}+\frac{1}{2} n_{a}^{3} \gamma_{63} E_{z}, \\
B_{z}^{\prime}=n_{x}^{\prime}-n_{y}^{\prime}=n_{\omega}^{3} r_{63} E_{z}
\end{array}\right\}
$$

and finally the angle $2 V$ between the optic axes is obtained from (33.5) or (82.2) to be

$$
\begin{equation*}
\tan 2 V=2 n_{\omega} \sqrt{\frac{2 r_{63} E_{z}}{n_{\varepsilon}^{2}-n_{\omega}^{2}}} . \tag{88.20}
\end{equation*}
$$

The rotation of the axes when the field is parallel to $X$ or $Y$ can be computed in the same way. For this case

$$
\begin{equation*}
a_{11}^{0}\left(x^{2}+y^{2}\right)+a_{33}^{0} z^{2}+2 r_{41} E_{x} y z=1, \tag{88.21}
\end{equation*}
$$

i.e., $O X_{0}$ and $O X^{\prime}$ coincide and the rotation $\xi$ of the axis in the $y z$ plane is given by

$$
\begin{equation*}
\tan 2 \xi=-\frac{2 \gamma_{41} E_{x}}{a_{33}^{0}-a_{11}^{0}} . \tag{88.22}
\end{equation*}
$$

For the trigonal class $32\left(D_{3}\right)$ to which quartz belongs the independent constants that survive are two, viz. $r_{11}, r_{41}$, with $r_{21}=-r_{11}, r_{11}-r_{22}=r_{62}$ and $\boldsymbol{r}_{32}=-\boldsymbol{r}_{43}$. and hence a field perpendicular to the optic axis is only effective in
changing the optical parameters and since $a_{11}^{0}=a_{22}^{0}$ for this class also

$$
\left.\begin{array}{c}
a_{11}-a_{11}^{0}=r_{11} E_{x} ; \quad a_{22}-a_{11}^{0}=-r_{11} E_{x} ; \quad a_{33}-a_{33}^{0}=0  \tag{88.23}\\
a_{23}=r_{41} E_{x} ; \quad a_{31}=-r_{41} E_{y} ; \quad a_{12}=-r_{11} E_{z},
\end{array}\right\}
$$

the crystal becomes biaxial with a rotation of the axes.
For the orthorhombic class 222 ( $D_{2}$ or $V$ ) to which Rochelle salt belongs (above the Curie temperature) there are only three constants $r_{41}, r_{52}, r_{63}$ giving

$$
\left.\begin{array}{ccc}
a_{11}-a_{11}^{0}=0 ; & a_{22}-a_{22}^{0}=0 ; & a_{33}-a_{33}^{0}=0  \tag{88.24}\\
a_{23}=r_{41} E_{x} ; & a_{31}=r_{52} E_{y} ; & a_{12}=r_{63} E_{z} .
\end{array}\right\}
$$

89. Experimental methods. The experimental methods in electro-optics consist by and large of the measurement of the birefringence induced in a crystal plate due to the electric field and determining the electro-optic constants using formulae of the type (88.19). For the measurement of the birefringence the compensator methods mentioned in Sect. 2 can be used. In most investigations the Sénaramont or the Babinet compensator have been used. A variation of this method ${ }^{1}$ is to place the crystal between two plane polarisers parallel to each other, with a half-wave plate after the crystal. The electric field is increased till an extra halfwave retardation is introduced. At this position the emergent light is crossed by the second analyser. This position can be accurately determined either by the use of a half shade device in front of the analyser or by a photo-electric cell.

Some of the constants can be accurately determined from the measurement of the optic axial angle ${ }^{2,3}$ and using formulae of the type given in Eq. (88.20). The method has proved quite satisfactory in the case of tetragonal seignette crystals.

In the case of certain directions where the retardation is large even in the absence of the field, other methods have been resorted to. One is to fashion a wedge of very small angle (a few minutes of arc) so as to get a small number of "Babinet fringes" between crossed polarisers. From the measurement of the shift of the fringes with electric field the induced birefringence can be computed ${ }^{4}$.

Another novel method ${ }^{1}$ is based on the measurement of the rotation of the axis of the index ellipsoid induced by the field by electronic means. If $\Delta$ is the retardation of the plate, and if $\vartheta$ is the inclination of the fast axis of the plate with respect to the initial polariser, the intensity transmitted through the system is

$$
\frac{I}{I_{0}}=\frac{1}{2}+\frac{1}{2} \sin ^{2} \pi \Delta \sin 4 \alpha
$$

where $\Delta=\frac{n_{\omega}-n_{5}}{\lambda}$ (for a uniaxial crystal) is a rapidly varying function with wavelength. For a sufficiently thick crystal, by using a broad continuous source, $\sin ^{2} \pi \Delta$ can be replaced by its mean value $\frac{1}{2}$ which gives

$$
\frac{I}{I_{0}}=\frac{1}{2}+\frac{1}{4} \sin 4 \alpha .
$$

To detect this small modulation, an afternating voltage is applied to the crystal and the intensity detected by a sharply tuned amplifier. Knowing $\alpha$, the electrooptic constant can be computed from a formula of the type (88.20).

[^114]The following are some of the important crystals in which the linear electrooptic effect has been studied: $\mathrm{NaClO}_{3}, \mathrm{NaBrO}_{3}, \mathrm{ZnS}, \mathrm{CuCl}, \mathrm{KH}_{2} \mathrm{PO}_{4}, \mathrm{KD}_{2} \mathrm{BO}_{4}$ and similar seignette electric crystals, quartz and Rochelle salt.

The applications to which the electro-optic phenomena have been put are multifarious. Of particular interest are the tuneable interference filters in which the narrow band of transmitted colour can be altered by changing the birefringence of the crystals in these systems by adjusting the electric field ${ }^{1}$. Electrooptic crystals have been used as light valves for which there are many uses ${ }^{2}$. One of the optical problems in conmection with these applications is that the angular field of the light shutter is limited by the natural retardation. Some practical methods of diminishing this natural retardation have been suggested ${ }^{3}$. One is to put another non-electro-optic crystal of opposite sign in series with the crystal excited by the electric field. Another is to use two identical crystals with a $90^{\circ}$ optical rotator placed between them. The use of ZnS and CuCl crystal plates (which are cubic) have also been suggested ${ }^{4}$.

One of the important experimental problems in electro-optics is that of the electrodes. When the direction of propagation of light is perpendicular to the electric field, electrodes of either silver or gold either directly evaporated on to the crystal or spliced on by a thin layer of liquid, like glycerine or oleic acid, is found to work very well. In the case of the direction of propagation and the electric field being parallel the problem is more complicated. Thin layers of liquids, or semitransparent layers of gold have been tried. But a promising material is a commercially available thin conducting transparent layer of stannous oxide which has been found very satisfactory ${ }^{5}$. The electrical and optical problems associated with these types of electrodes have been ennumerated by Billings. Evaporated grid and ring electrodes have now been proved quite suitable, particularly in the use of electro-optic crystals as light shutters ${ }^{6}$.

## III. Magneto-optics ${ }^{7}$.

90. Faraday rotation in solids. $\alpha$ ) Isotropic substances. When a transparent substance is placed in a magnetic field, it rotates the plane of polarisation of the light traversing it along the lines of force. This is known as the Faraday effect. It differs from natural optical activity in that the sense of the rotation depends on the direction of the magnetic field and not just on the direction in which light passes through the medium. The rotation is proportional to the thickness of the material traversed and the magnetisation intensity. For a diamagnetic medium the magnetisation intensity is almost equal to the applied magnetisation and so if it is placed in a uniform magnetic field the rotation is

$$
\begin{equation*}
\alpha=V H L \cos \vartheta \tag{90.1}
\end{equation*}
$$

where $L$ is the total length of the specimen, $H$ the magnetic field, $\vartheta$ the angle which the magnetic field makes with the direction of light propagation in the

[^115]medium. $V$ is the Verdet constant which represents the rotation per unit length per unit magnetic field.

Experiments on the velocity of light in isotropic media have definitely established that the Faraday rotation in an isotropic medium owes its origin to the fact that plane polarised light splits up into two circular vibrations which are propagated with different velocities in a magneto-optic medium. The rotation is given by the Fresnel formula

$$
\begin{equation*}
V=\frac{\pi v}{c}\left(n_{-}-n_{+}\right) \tag{90.2}
\end{equation*}
$$

where $n_{-}$and $n_{+}$are the refractive indices of the two circular components for the light frequency $\nu$ and $c$ is the velocity of light. The measurement of the Faraday rotation in an isotropic medium is quite a straightforward process and in fact most of the data available in the literature relate to isotropic substances.
B) Magneto-optic rotation and birefringence. Even the measurement of magnetooptic rotation in isotropic solids is made very much more complicated by the fact that most of these substances show a small residual birefringence which would vitiate the results of measurements unless corrected for. It must be remembered that when the magneto-optic rotation is measured in a solid with a small amount of birefringence using a conventional apparatus, what is determined is the position of the major axis of the emergent elliptic vibration with respect to the plane of polarisation of the incident light. This could be called the apparent rotation $\psi$. One should therefore be in a position to compute the value of true rotation from the measured value of $\psi$.

The theory of magnetic rotation in anisotropic media has been the subject of a series of experimental and theoretical investigations. A medium exhibiting magneto-optic rotation behaves similarly to one possessing natural optical activity. The only difference is that the sense of rotation is different for opposite directions of travel in the former case while it is the same in the case of optical activity. So long as one is interested in the propagation of light in a particular direction the theory of propagation of light in an optically active medium can be applied in toto, and used to evaluate the results in the case of magneto-optic rotation when birefringence is present. When plane polarised light is incident on an anisotropic medium placed in a magnetic field it splits up (as in the case of optical rotation) into two elliptic vibrations of opposite senses lying crossed to each other which travel with different velocities. The two being coherent, they combine at every point to produce an elliptic vibration whose major axis is rotated with respect to the plane of polarisation of the incident light. The magnitude of this rotation and the ellipticity of the emergent vibration are determined by the thickness of the crystal, its birefringence and its magneto-optic rotation. Hence the use of the Poincare sphere representation would prove ideal for the evaluation of the magneto-optic rotation in a birefringent medium.

CHAUVIN ${ }^{1}$ measured the rotation in directions slightly away from the optic axis of calcite with the incident light polarised along a principal direction. With increasing magnitude of birefringence the apparent rotation (which was actually the azimuth of the emergent elliptic vibration with respect to the incident plane polarised vibration) not only diminished in magnitude but actually reversed in sign and exhibited several reversals in sign. This observation can be explained from a simple geometric construction on the Poincaré sphere. Assuming $\varrho$ (the magneto-optic rotation) to be a constant and $\delta$ (the birefringence) to increase

[^116]continuously the inclination $2 \vartheta$ of the axis of rotation of the Poincare sphere continuously decreases since $2 \varrho / \delta$ is continuously decreasing while $\Delta=\sqrt{\delta^{2}+(2 \varrho)^{2}}$ the total phase retardation increases. Hence the final state of polarisation executes a spiral shown in Fig. 98. The azimuth $\lambda$ of the major axis decreases from $\varrho$, reverses sign and oscillates with several reversals of sign finally tending to zero as it should for a purely birefringent crystal.


Fig. 98. Poincaré representation showing the variation of the azimuth $\psi$ (apparent mag-neto-optic rotation) in calcite for directions of propagation away from the optic axes.

In principle the evaluation of the Faraday rotatipn in an anisotropic medium reduces to the accurate determination of the constants of the emergent ellipse when the magnetic field is on and off. Ramachandran and RamaseSHAN ${ }^{1}$ have made a detailed investigation regarding the exact methods involved. The general method of determining the true rotation in the presence of birefringence is the following. Linearly polarised light is allowed to fall on the medium at an azimuth $\alpha$ to the principal directions and one measures the apparent rotation $\psi$ by means of a half-shade at the analyser end and the ratio of the axes $(\tan \omega)$ of the emergent ellipse by a suitable method. From this both $\delta$ and $2 \varrho$ can be calculated from the formulae

$$
\begin{align*}
\tan 2 \gamma & =[\cos 2 \alpha-\cos 2 \omega \cos 2(\alpha+\psi)] / \sin 2 \omega,  \tag{90.3}\\
\cos \Delta & =-\left[(1-\cos 2 \omega \cos 2 \psi) /\left(1-\cos ^{2} 2 \gamma \cos ^{2} 2 \alpha\right)\right],  \tag{90.4}\\
\delta & =\Delta \cos 2 \gamma, \quad 2 \varrho=\Delta \sin 2 \gamma . \tag{90.5}
\end{align*}
$$

This method may be used when neither $\delta$ nor $2 \varrho$ can be measured independently. But in Faraday effect studies the birefringence $\delta$ can be measured. Then the true rotation can be deduced from a measurement of $\psi$ alone. When both $2 \varrho$ and $\delta$ are small from (90.3), (90.4) and (90.5) it follows that

$$
\begin{equation*}
\text { if } \alpha=0 \text { or } 90^{\circ} \quad 2 \psi_{0}=2 \varrho\left(1-\frac{\delta^{2}}{3!}\right) \tag{90.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { if } \alpha=45^{\circ} \quad 2 \psi_{45}=2 \varrho\left(1+\frac{\delta^{2}}{3}\right), \tag{90.7}
\end{equation*}
$$

the error in using these approximations is less than $1 \%$ so long as $\delta$ and $2 \varrho$ are less than $30^{\circ}$. From these two equations one gets

$$
\begin{equation*}
\varrho=\frac{1}{8}\left(2 \psi_{0}+\psi_{45}\right) . \tag{90.8}
\end{equation*}
$$

This equation is correct to the third order in $\delta$. This is an extremely convenient method of eliminating the effect of birefringence without measuring its value when both $2 \varrho$ and $\delta$ are small.

In fact this method can be used to make accurate measurements of the Faraday effect in isotropic solids which show residual strain. Fortunately most specimens grown from melt or solution exhibit a preferred axis of strain and the method suggested by Eq. (90.8) is of great utility in the accurate measurement of the Verdet constant ${ }^{2}$.

[^117]The mean value of $\psi$ over a range $-\frac{\pi}{2}$ to $\frac{\pi}{2}$ is given by

$$
\begin{equation*}
2 \psi_{m}=2 \varrho\left(1+\frac{\delta^{2}}{12}\right) \tag{90.9}
\end{equation*}
$$

It may be mentioned that the procedure may be reversed and this method may be used with profit to measure the small birefringence introduced due to artifical stresses in isotropic media. It has actually been used to measure the stress-optic constants in glasses ${ }^{2}$.

It may be mentioned in this connection that Ramachandran and RamaSESHAN have proved several theorems (using the Poincaré sphere) which are extremely useful when actual experiments are made on magneto-optic rotation. Thus, when birefringence is present, the observed value of the apparent rotation is very sensitive to small variations in the value of $\alpha$, the angle between the plane of the linear incident vibration and the principal axis of the specimen. However if measurements are made for opposite directions of the magnetic field and the mean is taken, as is usually the practice, then the errors arising due to variations (is missellings) in $\alpha$ are practically eliminated. This result is of interest in connection with measurement of magneto-optic rotation when residual birefringence is present. In such a case the principal axes are never exactly the same throughout the specimen and they usually exhibit a variation of 5 to $10^{\circ}$. Consequently it is very important to eliminate the errors arising from the variation in $\alpha$.
$\gamma$ ) Faraday rotation in anisotropic media. In an anisotropic medium the measurement of the magneto-optic rotation along the optic axis is similar to that in an isotropic solids and in the few cases of anisotropic solids that have been investigated, the measurements have been confined to the propagation along the optic axis. However, in spite of the practical difficulties rotations have been measured for directions slightly inclined to the optic axis in calcite ${ }^{3}$ and alumina ${ }^{4}$. The analysis of the results using the procedures mentioned in the last section indicates that within the limits of experimental error no sensible change could be detected in the Verdet constant for these small inclinations. Vorgr ${ }^{5}$ has considered the problem of the variation of the Verdet constant with direction from another point of view. Using the simple electron theory and the concept of the anisotropic polarisability tensor he has shown that in certain types of monoclinic crystals in which the optic axes lie in the plane of symmetry, the magneto-optic rotation along the two optic axes may be different for the same applied field. Physically this arises because in such crystals, in spite of the fact that the refractive indices along the two optic axes are the same, the arrangement and orientation of the molecules in the path of the light would in general be considerably different. This was experimentally confirmed by VoIgr in the case of cane sugar when he discovered that the magneto-optic rotation along the two axes are significantly different. This is not surprising as the natural optical activity along the two optic axes in this substance are actually of different signs.

VoIgr also foresaw the possibility of the Verdet constant varying with direction in paramagnetic anisotropic crystals, where, due to the perceptible magnetisability, the external field causes internal fields of different strengths in different

[^118]directions. This effect was experimentally demonstrated by Becouerel ${ }^{1}$ who showed in an ingenious experiment this variation of the Verdet constant with direction in anisotropic paramagnetic crystals.

## IV. Photoelasticity ${ }^{2}$.

91. Photoelastic constants. We shall consider only the phenomenological theory of photoelasticity of solids in this article. This is based on the following two assumptions.
92. In a homogeneously deformed solid, all the laws of propagation of light. derived for homogeneous anisotropic media are valid. The effect of the deformation is only to alter the parameters contained in these laws of propagation.
93. When the strain is within elastic limits, the variation of an optical parameter of the solid due to the deformation can be expressed as a homogeneous linear function of the six stress components $X_{x}, Y_{y}, Z_{z}, Y_{z}, Z_{x}, X_{y}$ or the six strain components $x_{1}, y_{y}, z_{z}, y_{z}, z_{x}, x_{y}$.

The first assumption means that the effect of the deformation only leads to a change in the magnitudes and directions of the principal axes of the optical ellipsoid of a solid. The second assumption is a generalisation of the experimentally observed Brewster's law, according to which the magnitude of the double refraction induced by stress in an isotropic solid is proportional to the stress.

We shall represent the six stress components $X_{x}, Y_{y}, Z_{z}, Y_{z}, Z_{x}, X_{y}$ by $X_{1}, X_{2}, \ldots, X_{6}$. The six strain components $x_{x}, y_{y}, z_{z}, y_{x}, z_{x}, x_{y}$ are similarly denoted by $x_{1}, x_{2}, \ldots, x_{6}$.

The stress is taken as positive when compressional and negative when extensional. The strain however is considered positive for extension and negative for compression. The stress and the strain components are related by the following equations ${ }^{3}$.

$$
\begin{equation*}
X_{i}=-c_{i j} x_{j} ; \quad x_{i}=-s_{i j} X_{j} \tag{91.1}
\end{equation*}
$$

where the $c_{i j}$ are called the elastic constants and the $s_{i j}$ the elastic moduli of the substance ${ }^{4}$.

These two types of constants are related to each other by the following equations:

$$
\begin{equation*}
\sum_{j=1}^{6} c_{i j} s_{i j}=1 \quad \text { and } \quad \sum_{j=1}^{6} c_{i j} s_{k j}=0 \quad \text { if } i \neq k \tag{91.2}
\end{equation*}
$$

Since $X_{i}$ and $x_{i}$ have 6 components each, the tensor $c_{i j}$ (and $s_{i j}$ ) have 36 components each in general. In the classical theory of elasticity, these tensors are symmetric in $i$ and $j$, so that

$$
\begin{equation*}
\dot{c_{i j}}=c_{j i} ; \quad s_{i j}=s_{j i} \tag{91.3}
\end{equation*}
$$

and there are only 21 independent constants of each type for the crystals of lowest symmetry.

According to the recent ideas of Raman ${ }^{5}$ and Lavar the stress and strain tensors are both not symmetric tensors for a general deformation, so that $X_{i}, x_{i}$ have 9 com-

[^119]ponents each and the tensors $c_{i j}$ and $s_{i j}$ should have 81 components in general. However, they are symmetric in the indices referring to stress and strain, i.e., $c_{i j}=c_{j i}$ and $s_{i j}=s_{j i}$ so that there are only 45 independent components. The consequences of this theory for photoelasticity have not been worked out, and so we shall not be considering it further in this article.

It is necessary now to choose a proper optical property of the medium that alters with stress or strain to represent its photoelastic behaviour. As has been shown in the previous chapters, the most satisfactory optical parameter would be the index tensor [a] connecting $\boldsymbol{D}$ and $\boldsymbol{E}$. In the case of a non-optically active medium,

$$
\begin{equation*}
\boldsymbol{E}=[a] \boldsymbol{D} \tag{91.4}
\end{equation*}
$$

and the equation to the index ellipsoid is

$$
\begin{equation*}
a_{11} x^{2}+a_{22} y^{2}+a_{33} z^{2}+2 a_{23} y z+2 a_{31} z x+2 a_{12} x y=1 \tag{91.5}
\end{equation*}
$$

where $a_{i j}$ are the components of the tensor [a] with respect to the co-ordinate axes chosen. We shall denote the value of $a_{i j}$ in the undeformed crystal by $a_{i j}^{0}$ and if it changes to $a_{i j}$ on deformation, then the change $\Delta a_{i j}=\left(a_{i j}-a_{i j}^{0}\right)$ can be expressed as a homogeneous linear function of the stress or strain-components. Denoting $a_{11}, a_{22}, a_{33}, a_{23}, a_{31}, a_{12}$ by $a_{1}$ to $a_{6}$, we may write the changes in the optical parameters in terms of the strain components as

$$
\begin{equation*}
\Delta a_{i}=a_{i}-a_{i}^{0}=\sum_{j} p_{i j} x_{j}, \quad(i, j=1 \text { to } 6) \tag{91.6}
\end{equation*}
$$

and in terms of the stress components as

$$
\begin{equation*}
\Delta a_{i}=a_{i}-a_{i}^{0}=\sum-q_{i j} X_{j}, \quad(i, j=1 \text { to } 6) . \tag{91.7}
\end{equation*}
$$

Written out in full, these equations take the form:
in terms of the strain components as

$$
\left.\begin{array}{l}
a_{11}-a_{11}^{0}=p_{11} x_{x}+p_{12} y_{y}+p_{13} z_{z}+p_{14} y_{z}+p_{15} z_{x}+p_{16} x_{y}, \\
a_{22}-a_{22}^{0}=p_{21} x_{x}+p_{22} y_{y}+p_{23} z_{z}+p_{24} y_{z}+p_{25} z_{z}+p_{26} x_{y}, \\
a_{33}-a_{33}^{0}=p_{31} x_{x}+p_{32} y_{y}+p_{33} z_{z}+p_{34} y_{z}+p_{35} z_{x}+p_{36} x_{y}, \\
a_{23}-a_{23}^{0}=p_{41} x_{x}+p_{42} y_{y}+p_{43} z_{z}+p_{44} y_{z}+p_{45} z_{x}+p_{46} x_{y},  \tag{91.8}\\
a_{31}-a_{31}^{0}=p_{51} x_{x}+p_{52} y_{y}+p_{53} z_{z}+p_{54} y_{z}+p_{55} z_{x}+p_{56} x_{y}, \\
a_{12}-a_{12}^{0}=p_{61} x_{x}+p_{62} y_{v}+p_{63} z_{z}+p_{64} y_{z}+p_{65} z_{x}+p_{66} x_{v},
\end{array}\right\}
$$

and in terms of the stress components as

$$
\left.\begin{array}{r}
a_{11}-a_{11}^{0}=-\left[q_{11} X_{x}+q_{12} Y_{y}+q_{13} Z_{z}+q_{14} Y_{z}+q_{15} Z_{x}+q_{16} X_{y}\right], \\
i_{22}-a_{22}^{0}=-\left[q_{21} X_{x}+q_{22} Y_{y}+q_{23} Z_{z}+q_{24} Y_{z}+q_{25} Z_{x}+q_{26} X_{y}\right], \\
a_{33}-a_{33}^{0}=-\left[q_{31} X_{x}+q_{32} Y_{y}+q_{33} Z_{z}+q_{34} Y_{z}+q_{35} Z_{x}+q_{36} X_{y}\right],  \tag{91.9}\\
a_{23}-a_{23}^{0}=-\left[q_{41} X_{x}+q_{42} Y_{y}+q_{43} Z_{z}+q_{44} Y_{z}+q_{45} Z_{x}+q_{46} X_{y}\right], \\
a_{31}-a_{31}^{0}=-\left[q_{51} X_{x}+q_{52} Y_{y}+q_{53} Z_{z}+q_{54} Y_{z}+q_{55} Z_{x}+q_{56} X_{y}\right], \\
a_{12}-a_{12}^{0}=-\left[q_{61} X_{x}+q_{62} Y_{y}+q_{73} Z_{z}+q_{64} Y_{z}+q_{65} Z_{x}+q_{66} X_{y}\right] .
\end{array}\right\}
$$

The negative sign in Eq. (91.9) arises because of the convention that positive strain corresponds to negative stress. The constants $p_{i j}$ are called the elastooptic constants, while $q_{i j}$ are called the piezo-optic constants. When either is
to be referred to, we shall use the term photoelastic constant. They are also sometimes referred to as strain-optic and stress-optic constants. The thirty-six constants $p_{i j}$ or $q_{i j}$ completely define the photoelastic behaviour of a crystal when subjected to known stresses or strains.

The constants $p_{i j}$ and $q_{i j}$ are related as follows:

$$
\begin{equation*}
\left.p_{i j}=\sum_{k=1}^{6} q_{i k} c_{j k} ; \quad q_{i j}=\sum_{k=1}^{6} p_{i k} s_{j k}, \quad i, j=1 \text { to } 6\right) \tag{91.10}
\end{equation*}
$$

where $c_{j k}$ and $s_{j b}$ are the elastic constants and elastic moduli respectively;
Table 7. The number of optical, elastic and photoelastic constants in the 32 crystal classes.

| Crystal system. | Photo elastic class | Crystal class | Symmetry operation | Constants |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Optical | Elastic | $\begin{aligned} & \text { Photo- } \\ & \text { Elastic } \end{aligned}$ |
| Triclinic | I | $C_{1}-1$ $C_{i}-1$ | $\begin{aligned} & E \\ & E, i \end{aligned}$ | $\begin{aligned} & 6 \\ & 6 \end{aligned}$ | $\begin{aligned} & 21 \\ & 21 \end{aligned}$ | $\begin{aligned} & 36 \\ & 36 \end{aligned}$ |
| Monoclinic | II | $\begin{gathered} C_{s}-m \\ C_{2}-2 \\ C_{2 h}-2 / m \end{gathered}$ | $\begin{aligned} & E, \sigma_{h} \\ & E, C_{2} \\ & E, C_{2}, i, \sigma_{h} \end{aligned}$ | $\begin{aligned} & 4 \\ & 4 \\ & 4 \end{aligned}$ | $\begin{aligned} & 13 \\ & 13 \\ & 13 \end{aligned}$ | $\begin{aligned} & 20 \\ & 20 \\ & 20 \end{aligned}$ |
| Orthorhombic | III | $\begin{gathered} C_{2 v}-m m \\ D_{2}-222 \\ D_{2}-m m m \end{gathered}$ | $\begin{aligned} & E, C_{2} \sigma_{v}, \sigma_{v}^{\prime} \\ & E, C_{2}, C_{2}^{\prime}, C_{2}^{\prime \prime} \\ & E, C_{2}, C_{2}^{\prime}, C_{2}^{\prime \prime} i, \sigma_{h}, \sigma_{v}, \sigma_{v}^{\prime} \end{aligned}$ | $\begin{aligned} & 3 \\ & 3 \\ & 3 \end{aligned}$ | $\begin{aligned} & 9 \\ & 9 \\ & 9 \end{aligned}$ | $\begin{aligned} & 12 \\ & 12 \\ & 12 \end{aligned}$ |
| Tetragonal | IV | $\begin{gathered} C_{4}-4 \\ S_{4}-\frac{4}{4} \\ C_{4 h}-4 / m \end{gathered}$ | $\begin{aligned} & E, 2 C_{4}, C_{2} \\ & E, 2 S_{4}, C_{2} \\ & E, 2 C_{4}, C_{2}, i, 2 S_{4}, \sigma_{h} \end{aligned}$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 7 \\ & 7 \\ & 7 \end{aligned}$ | $\begin{aligned} & 10 \\ & 10 \\ & 10 \end{aligned}$ |
|  | V | $\begin{gathered} C_{4 v}-4 m m \\ D_{2 d}-42 m \\ D_{4}-422 \\ D_{4 h}-4 / \mathrm{mmm} \end{gathered}$ | $\begin{aligned} & E, 2 C_{4}, C_{2}, 2 \sigma_{v}, 2 \sigma_{v}^{\prime} \\ & E, C_{2}, C_{2}^{\prime}, C_{2}^{\prime \prime}, \sigma_{v}, 2 S_{4}, \sigma_{v}^{\prime} \\ & E, 2 C_{4}, C_{2}, 2 C_{2}, 2 C_{2}^{\prime} \\ & E, 2 C_{4}^{\prime}, C_{2}, 2 C_{2}, 2 C_{2}^{\prime} \\ & i, 2 S_{4}, \sigma_{h}, 2 \sigma_{v}, 2 \sigma_{v}^{\prime} \end{aligned}$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 6 \\ & 6 \\ & 6 \\ & 6 \end{aligned}$ | $\begin{aligned} & 7 \\ & 7 \\ & 7 \\ & 7 \end{aligned}$ |
| Trigonal | VI | $\begin{aligned} & C_{3}-\frac{3}{3} \\ & S_{6}-\frac{1}{3} \end{aligned}$ | $\begin{aligned} & E, 2 C_{3} \\ & E, 2 C_{3}, i, 2 S_{6} \end{aligned}$ | $\begin{aligned} & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 7 \\ & 7 \end{aligned}$ | $\begin{aligned} & 12 \\ & 12 \end{aligned}$ |
|  | VII | $\begin{gathered} C_{3 v}-3 m \\ D_{3}-32 \\ D_{3} d-3 m \end{gathered}$ | $\begin{aligned} & E, 2 C_{3}, 3 \sigma_{v} \\ & E, 2 C_{3}, 3 C_{2} \\ & E, 2 C_{3}, 3 C_{2}, i, 2 C_{6}, 3 \sigma_{v} \end{aligned}$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 6 \\ & 6 \\ & 6 \end{aligned}$ | $\begin{aligned} & 8 \\ & 8 \\ & 8 \end{aligned}$ |
| Hexagonal | VIII | $\begin{aligned} & C_{6}-6 \\ & C_{3 h}-6 \\ & C_{6 h}-6 / m \end{aligned}$ | $\begin{aligned} & E, 2 C_{6}, 2 C_{3}, C_{2} \\ & E, 2 C_{3}, \sigma_{h}, 2 S_{3} \\ & E, 2 C_{6}, 2 C_{3}, C_{2} \\ & i, 2 S_{6}, 2 S_{3}, \sigma_{h} \end{aligned}$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 5 \\ & 5 \\ & 5 \end{aligned}$ | $\begin{aligned} & 8 \\ & 8 \\ & 8 \end{aligned}$ |
|  | IX | $\begin{aligned} & D_{3 h}-6 m 2 \\ & C_{8 v}-6 m m \\ & D_{6}-622 \\ & D_{6 h}-6 / m 2 m \end{aligned}$ | $\begin{aligned} & E, 2 C_{3}, 3 C_{2}, \sigma_{h}, 2 S_{3}, 2 \sigma_{v} \\ & E, 2 C_{6}, 2 C_{3}, C_{2}, 3 \sigma_{v}, 3 \sigma_{v}^{\prime} \\ & E, 2 C_{6}, 2 C_{3}, C_{2}, 3 C_{2}, 3 C_{2} \\ & E, 2 C_{6}, 2 C_{3}, C_{2}, 3 C_{2}, 3 C_{2} \\ & i, 2 S_{6}, 2 S_{3}, \sigma_{h}, 3 \sigma_{v}, 3 \sigma_{v} \end{aligned}$ | $\begin{aligned} & 2 \\ & 2 \\ & 2 \\ & 2 \end{aligned}$ | $\begin{aligned} & 5 \\ & 5 \\ & 5 \\ & 5 \end{aligned}$ | $\begin{aligned} & 6 \\ & 6 \\ & 6 \\ & 6 \end{aligned}$ |
| Cubic | X | $\begin{gathered} T-23 \\ T_{h}-m 3 \end{gathered}$ | $\begin{aligned} & E, 3 C_{2}, 8 C_{3} \\ & E, 3 C_{2}, 8 C_{3}, i, 3 \sigma, 8 S_{6} \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3 \\ & 3 \end{aligned}$ | $\begin{aligned} & 4 \\ & 4 \end{aligned}$ |
|  | XI | $\begin{gathered} T_{d}-43 m \\ O-432 \\ O_{h}-m 3 m \end{gathered}$ | $\begin{aligned} & E, 8 C_{3}, 3 C_{2}, 6 \sigma, 6 S_{4} \\ & E, 8 C_{3}, 3 C_{2}, 6 C_{2}, 6 C_{4} \\ & E, 8 C_{3}, 3 C_{2}, 6 C_{2}, 6 C_{4} \\ & i, 8 C_{6}, 3 \sigma, 6 \sigma, 6 S_{3} \end{aligned}$ | $\begin{aligned} & 1 \\ & 1 \\ & 1 \end{aligned}$ | $\begin{aligned} & 3 \\ & 3 \\ & 3 \end{aligned}$ | $\begin{aligned} & 3 \\ & 3 \\ & 3 \end{aligned}$ |
| Isotropic solids | Spherical symmetry |  |  | 1 | 2 | 2 |

The various $p_{i j}$ and $q_{i j}$ are experimentally determinable, the methods for which are given in Sects. 98 and 99. However the piezo-optic constants ( $q_{i j}$ ) can be determined more directly by experiment, although the elasto-optic constants ( $p_{i j}$ ) are more significant from the theoretical point of view. Hence it is usual to determine the former experimentally and make.use of values of the elastic constants of the crystal to determine the values of the latter.
92. Number of photoelastic constants in relation to symmetry of the crystal. Unlike in the case of elastic constants, the tensors $p_{i j}$ and $q_{i j}$ are not symmetric in $i$ and $j$ and consequently the number of constants in the general case is 36 . This number would however be less for crystals possessing various elements of symmetry. This is so because all expressions involving the photoelastic constants should be invariant when each of the symmetry operations is applied. Consequently, it would be possible to derive relationships between some of the 36 photoelastic constants ${ }^{1}$ and the number of independent constants is thus reduced.

The number of surviving optical, elastic and photoelastic constants are given in Table 7.

Pockels found that the 32 point group can be classified into 9 classes according to the number and nature of the surviving photoelastic constants. This has been shown to be erroneous by Bhagavantam ${ }^{2}$ who showed that the 32 point groups can be classified into 11 classes. These 11 classes are the same as the so-called Laue-symmetry groups ${ }^{3}$ and are what one would obtain if an additional symmetry of inversion is introduced. This symmetry is possessed both by the elastic and optical properties of a crystal, which do not change their magnitude when the direction of the stress and of light propagation are reversed.

The surviving constants in these 11 groups are listed in Table 8.
93. Changes in the optical behaviour of a crystal due to deformation. $\alpha$ ) General formulae. One of the important problems in this subject is to know the changes in the magnitudes and orientation of the principal axes of the optical ellipsoid of a crystal for various types of deformation. When the $q_{i j}$ or $p_{i j}$ are completely known, these changes can be computed. In this section, we shall derive the formulae for the general case. The formulae appear complicated, but the principle of deriving them is simple and in practice only special directions of stress and observation are employed, for which the formulae reduce to comparatively elementary expressions.

Let $O X_{0}, O Y_{0}$ and $O Z_{0}$ be the principal axes of the optical ellipsoid of the crystal in the undeformed state. The equation to the ellipsoid would then be

$$
\begin{equation*}
a_{11}^{0} x_{0}^{2}+a_{22}^{\mathbf{0}} y_{0}^{2}+a_{33}^{\mathbf{0}} z_{0}^{2}=1 \tag{93.1}
\end{equation*}
$$

On deforming the crystal the altered ellipsoid is given by the following equation, referred to the same axes $O X_{0} Y_{0} Z_{0}$

$$
\begin{equation*}
a_{11} x_{0}^{2}+a_{22} y_{0}^{2}+a_{33} z_{0}^{2}+2 a_{23} y_{0} z_{0}+2 a_{31} z_{0} x_{0}+2 a_{12} x_{0} y_{0}=1 \tag{93.2}
\end{equation*}
$$

Let the principal axes of this ellipsoid be along $O X^{\prime}, O Y^{\prime}, O Z^{\prime}$. Referred to these axes of co-ordinates, the equation to the altered ellipsoid becomes

$$
\begin{equation*}
a_{11}^{\prime} x^{\prime 2}+a_{22}^{\prime} y^{\prime 2}+a_{33}^{\prime} z^{\prime 2}=1 \tag{93.3}
\end{equation*}
$$

[^120]Table 8.
I. First group: Triclinic system- 36 coefficients.

| $p_{11}$ | $p_{12}$. | $p_{13}$ | $p_{14}$ | $p_{15}$ | $P_{16}$ | $q_{11}$ | $q_{12}$ | $q 13$ | $q_{14}$ | $q_{15}$ | $q_{16}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{21}$ | $p_{22}$ | $p_{23}$ | $p_{24}$ | $p_{25}$ | $p_{26}$ | $q_{21}$ | $q_{22}$ | $q_{23}$ | $q_{24}$ | $q_{25}$ | $q_{26}$ |
| $p_{31}$ | $p_{32}$ | $p_{33}$ | $p_{34}$ | $p_{35}$ | $p_{36}$ | $q_{31}$ | $q_{32}$ | $q_{3}$ | $q_{34}$ | $q_{35}$ | ${ }^{66}$ |
| $p_{41}$ | $p_{42}$ | $p_{43}$ | $p_{44}$ | $P_{45}$ | $p_{46}$ | $q_{41}$ | $\mathrm{q}_{42}$ | $q_{43}$ | $q_{44}$ | $q_{45}$ | ${ }_{46}$ |
| $p_{51}$ | $p_{52}$ | $p_{53}$ | $p_{54}$ | $p_{55}$ | $p_{56}$ | $q_{51}$ | $q_{52}$ | $q_{53}$ | $q_{54}$ | $q_{55}$ | $q_{56}$ |
| $p_{61}$ | $p_{62}$ | $p_{63}$ | $p_{64}$ | $p_{65}$ | $p_{6}$ | $q_{61}$ | $q_{62}$ | $q_{63}$ | $q_{64}$ | $q_{65}$ | $q_{66}$ |

II. Second group: Monoclinic system-20 coefficients.

| $p_{11}$ | $p_{12}$ | $p_{18}$ | 0 | 0 | $p_{16}$ | 0 |  | $q_{11}$ | $q_{12}$ | $q_{13}$ | 0 | 0 | $q_{16}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{21}$ | $p_{22}$ | $p_{23}$ | 0 | 0 | $p_{26}$ |  | $\cdots$ | $q_{21}$ | $q_{22}$ | $q_{23}$ | 0 | 0 | $q_{26}$ |
| $p_{31}$ | $p_{32}$ | $p_{33}$ | 0 | 0 | $p_{36}$ |  |  | $q_{31}$ | $q_{32}$ | $q_{33}$ | 0 | 0 | $q_{36}$ |
| 0 | 0 | 0 | $p_{44}$ | $p_{45}$ | 0 | $\ddots$ | 0 | 0 | 0 | $q_{44}$ | $q_{45}$ | 0 |  |
| 0 | 0 | 0 | $p_{54}$ | $p_{55}$ | 0 | $\cdots$ | 0 | 0 | 0 | 0 | $q_{54}$ | $q_{55}$ | 0 |
| $p_{61}$ | $p_{62}$ | $p_{63}$ | 0 | 0 | $p_{66}$ |  | $q_{61}$ | $q_{62}$ | $q_{63}$ | 0 | 0 | $q_{66}$ |  |

III. Third group: Orthorhombic system -12 coefficients.

| $p_{11}$ | $p_{12}$ | $p_{13}$ | 0 | 0 | 0 | $\cdots$ | $\cdots$ | $q_{11}$ | $q_{12}$ | $q_{13}$ | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{21}$ | $p_{22}$ | $p_{23}$ | 0 | 0 | 0 |  |  | $q_{21}$ | $q_{22}$ | $q_{23}$ | 0 | 0 | 0 |
| $p_{31}$ | $p_{32}$ | $p_{33}$ | 0 | 0 | 0 |  |  | $q_{31}$ | $q_{32}$ | $q_{33}$ | 0 | 0 | 0 |
| 0 | 0 | 0 | $p_{44}$ | 0 | 0 |  | $\cdots$ | 0 | 0 | 0 | $q_{44}$ | 0 | 0 |
| 0 | 0 | 0 | 0 | $p_{55}$ | 0 |  | 0 | 0 | 0 | 0 | 0 | $q_{55}$ | 0 |
| 0 | 0 | 0 | 0 | 0 | $p_{66}$ | $\cdots$ | $\cdots$ | 0 | 0 | 0 | 0 | 0 | $q_{66}$ |

IV. Fourth group: Tetragonal system-10 coefficients:

| $p_{11}$ | $p_{12}$ | $p_{13}$ | 0 | 0 | $p_{16}$ | $q_{11}$ | $q_{12}$ | $q_{13}$ | 0 | 0 | $q_{16}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{12}$ | $p_{11}$ | $p_{13}$ | 0 | 0 | $-p_{16}$ | $q_{12}$ | $q_{11}$ | $q_{13}$ | 0 | 0 | $-q_{16}$ |
| $p_{31}$ | $p_{31}$ | $p_{33}$ | 0 | 0 | 0 | $q_{31}$ | $q_{31}$ | $q_{33}$ | 0 | 0 | 0 |
| 0 | 0 | 0 | $p_{44}$ | $p_{45}$ | 0 | 0 | 0 | 0 | $q_{44}$ | $q_{45}$ | 0 |
| 0 | 0 | 0 | $-p_{45}$ | $p_{44}$ | 0 | 0 | 0 | 0 | $-q_{45}$ | $q_{44}$ | 0 |
| $p_{61}-p_{61}$ | 0 | 0 | 0 | $p_{66}$ |  | $q_{61}$ | $-q_{61}$ | 0 | 0 | 0 | $q_{66}$ |

V. Fifth group: Tetragonal system-7 coefficients.

| $p_{11}$ | $p_{12}$ | $p_{13}$ | 0 | 0 | 0 |  | $q_{11}$ | $q_{12}$ | $q_{13}$ | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{12}$ | $p_{11}$ | $p_{13}$ | 0 | 0 | 0 |  | $q_{12}$ | $q_{11}$ | $q_{13}$ | 0 | 0 |
| $p_{31}$ | $p_{31}$ | $p_{33}$ | 0 | 0 | 0 |  | 0 |  |  |  |  |
| 0 | 0 | 0 | $p_{44}$ | 0 | 0 | $q_{31}$ | $q_{31}$ | $q_{33}$ | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | $p_{14}$ | 0 | 0 | 0 | 0 | $q_{44}$ | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | $p_{66}$ | 0 | 0 | 0 | 0 | $q_{44}$ | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | $q_{66}$ |  |  |  |  |  |

VI. Sixth group: Trigonal system -12 coefficients.

| $p_{11}$ | $p_{12}$ | $p_{13}$ | $p_{14}-p_{25}$ | $p_{62}$ |  | $q_{11}$ | $q_{12}$ | $q_{13}$ | $q_{14}$ | $-q_{25}$ | $2 q_{62}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{12}$ | $p_{11}$ | $p_{13}$ | $p_{14}$ | $p_{25}$ | $-p_{62}$ | $q_{12}$ | $q_{11}$ | $q_{13}$ | $-q_{14}$ | $q_{25}$ | $-2 q_{62}$ |
| $p_{31}$ | $p_{31}$ | $p_{33}$ | 0 | 0 | 0 | $q_{31}$ | $q_{31}$ | $q_{33}$ | 0 | 0 | 0 |
| $p_{44}$ | $-p_{11}$ | 0 | $p_{44}$ | $p_{45}$ | $p_{52}$ | $q_{41}$ | $q_{41}$ | 0 | $q_{44}$ | $q_{45}$ | $2 q_{52}$ |
| $-p_{52}$ | $p_{52}$ | 0 | $-p_{45}$ | $p_{44}$ | $p_{41}$ | $-q_{52}$ | $q_{52}$ | 0 | $-q_{45}$ | $q_{44}$ | $2 q_{41}$ |
| $-p_{62}$ | $p_{62}$ | 0 | $p_{25}$ | $p_{14}$ | $p_{11}-p_{12} 2$ | $-q_{62}$ | $q_{62}$ | 0 | $q_{25}$ | $q_{14}$ | $q_{11}-q_{12}$ |

VII. Seventh group: Trigonal system-8 coefficients. Hemimorphic, Enantiomorphic, Holohedral

| $p_{11}$ | $p_{12}$ | $p_{13}$ | $p_{14}$ | 0 | 0 |  | $q_{11}$ | $q_{12}$ | $q_{13}$ | $q_{14}$ | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{12}$ | $p_{11}$ | $p_{13}$ | $-p_{14}$ | 0 | 0 |  | $q_{12}$ | $q_{11}$ | $q_{13}$ | $-q_{14}$ | 0 |
| $p_{31}$ | $p_{31}$ | $p_{33}$ | 0 | 0 | 0 | 0 |  |  |  |  |  |
| $p_{41}$ | $p_{41}$ | 0 | $p_{44}$ | 0 | 0 | $q_{31}$ | $q_{31}$ | $q_{33}$ | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | $p_{44}$ | $p_{41}$ | $q_{41}$ | $q_{41}$ | 0 | $q_{44}$ | 0 | 0 |
| 0 | 0 | 0 | 0 | $p_{14}$ | $p_{11}-p_{12} / 2$ | 0 | 0 | 0 | 0 | 0 | $q_{44}$ |
| 0 | $2 q_{41}$ |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | 0 | 0 | $q_{14}$ | $q_{11}-q_{12}$ |  |  |

Table 8. (Continued).
VIII. Eighth group: Hexagonal system -8 coefficients.

IX. Ninth group: Hexagonal system-6 coefficients.

X. Tenth group: Cubic system-4 coefficients.

| $p_{11}$ | $p_{12}$ | $p_{13}$ | 0 | 0 | 0 |  | $q_{11}$ | $q_{12}$ | $q_{13}$ | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{13}$ | $p_{11}$ | $p_{12}$ | 0 | 0 | 0 |  | $q_{13}$ | $q_{11}$ | $q_{12}$ | 0 | 0 | 0 |
| $p_{12}$ | $p_{13}$ | $p_{11}$ | 0 | 0 | 0 |  | $q_{12}$ | $q_{13}$ | $q_{11}$ | 0 | 0 | 0 |
| 0 | 0 | 0 | $p_{44}$ | 0 | 0 | 0 | 0 | 0 | $q_{44}$ | 0 | 0 |  |
| 0 | 0 | 0 | 0 | $p_{44}$ | 0 | 0 | 0 | 0 | 0 | $q_{44}$ | 0 |  |
| 0 | 0 | 0 | 0 | 0 | $p_{44}$ | 0 | 0 | 0 | 0 | 0 | $q_{44}$ |  |

XI. Eleventh group: Cubic system-3 coefficients.

| $p_{11}$ | $p_{12}$ | $p_{12}$ | 0 | 0 | 0 | $q_{11}$ | $q_{12}$ | $q_{12}$ | 0 | 0 | 0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p_{12}$ | $p_{11}$ | $p_{12}$ | 0 | 0 | 0 | $q_{12}$ | $q_{11}$ | $q_{12}$ | 0 | 0 | 0 |
| $p_{12}$ | $p_{12}$ | $p_{11}$ | 0 | 0 | 0 | $q_{12}$ | $q_{12}$ | $q_{11}$ | 0 | 0 | 0 |
| 0 | 0 | 0 | $p_{44}$ | 0 | 0 | 0 | 0 | 0 | $q_{44}$ | 0 | 0 |
| 0 | 0 | 0 | 0 | $p_{44}$ | 0 | 0 | 0 | 0 | 0 | $q_{44}$ | 0 |
| 0 | 0 | 0 | 0 | 0 | $p_{44}$ | 0 | 0 | 0 | 0 | 0 | $q_{44}$ |

> XII. Isotropic solids-2 coefficients.

Let the direction cosines of $O X^{\prime}, O Y^{\prime}, O Z^{\prime}$ referred to the system $O X_{0} Y_{0}, Z^{0}$ be given by the following scheme:

$$
\begin{array}{c|ccc} 
& X^{\prime} & Y^{\prime} & Z^{\prime}  \tag{93.4}\\
\hline X_{0} & \alpha_{1} & \alpha_{2} & \alpha_{3} \\
Y_{0} & \beta_{1} & \beta_{2} & \beta_{3} \\
Z_{0} & \gamma_{1} & \gamma_{2} & \gamma_{3}
\end{array}
$$

One has now to determine the magnitudes of $\alpha_{i}, \beta_{i}, \gamma_{i}$ and $a_{11}^{\prime}, a_{22}^{\prime}$ and $a_{33}^{\prime}$ in terms of the stress optic coefficients and the principal values $a_{11}^{0}, a_{22}^{0}$ and $a_{33}^{0}$ of the' undeformed crystal.

Referred to the old co-ordinate axes, we have the six relations

$$
\left.\begin{array}{lr}
a_{i i}=a_{11}^{\prime} \alpha_{i}^{2}+a_{22}^{\prime} \beta_{i}^{2}+a_{33}^{\prime} \gamma_{i}^{2} & (i=1,2,3)  \tag{93.5}\\
a_{i j}=a_{11}^{\prime} \alpha_{i} \alpha_{j}+a_{22}^{\prime} \beta_{i} \beta_{j}+a_{33}^{\prime} \gamma_{i} \gamma_{j} & (i, j=1,2,3)
\end{array}\right\}
$$

where the $a_{i i}$ and $a_{i j}$ are known in terms of $a_{i i}^{0}$ and the photoelastic constants.
There are in addition six relations between the direction cosines in (93.4) of the form:

$$
\begin{equation*}
\alpha_{i} \alpha_{j}+\beta_{i} \beta_{j}+\gamma_{i} \gamma_{i}=\delta_{i j} \quad(i, j)=1,2,3 \tag{93.6}
\end{equation*}
$$

where

$$
\delta_{i j}=0 \quad(i \neq j)
$$

and

$$
=1 \quad(i=j)
$$

From the twelve equations in (93.5) and (93.6), the twelve unknown quantities namely the three principal values of the index tensor $a_{11}^{\prime}, a_{22}^{\prime}, a_{33}^{\prime}$ and the nine direction cosines $\alpha_{i}, \beta_{i}, \gamma_{i}$ can be determined in terms of the stress-optic coefficients.

It is convenient to express the transformation of $O X_{0} Y_{0} Z_{0}$ to $O X^{\prime} Y^{\prime} Z^{\prime}$ by the following angles. We shall represent the co-ordinate axes by the points $X_{0}, Y_{0}, Z_{0}$ and $X^{\prime}, Y^{\prime}, Z^{\prime}$ at which they intersect a sphere of unit radius drawn with the origin as centre. Let the great circle passing through $Z_{0}$ and $Z^{r}$ intersect the great circles passing through $X_{0} Y_{0}$ and $X^{\prime} Y^{\prime}$ at $T_{0}$ and $T^{\prime}$. Let $\overparen{X_{0} T_{0}}=\psi$, $\widehat{X T^{\prime}}=\varphi$ and $\widehat{Z Z_{0}}=\vartheta$. The direction cosines $\alpha_{i}, \beta_{i}, \gamma_{i}$ are related to $\psi, \vartheta, \varphi$ by the following equations:

$$
\begin{align*}
& \alpha_{1}=-\cos \varphi \cos \psi \cos \vartheta-\sin \varphi \sin \psi \\
& \beta_{1}=-\sin \varphi \cos \psi \cos \vartheta+\cos \varphi \sin \psi \\
& \gamma_{1}=\cos \psi \sin \vartheta \\
& \alpha_{2}=-\cos \varphi \sin \psi \cos \vartheta+\sin \varphi \cos \psi  \tag{93.7}\\
& \beta_{2}=-\sin \varphi \sin \psi \cos \vartheta-\cos \varphi \cos \psi \\
& \gamma_{2}=\sin \varphi \sin \psi \\
& \alpha_{3}=\cos \varphi \sin \vartheta, \quad \beta_{3}=\sin \varphi \sin \vartheta, \quad \gamma_{3}=\cos \vartheta
\end{align*}
$$

Substituting these in the 12 equations (93.5) and (93.6), the values of $\psi$ are obtained as the three roots of the equation.
$\quad \tan ^{3} \psi\left\{a_{23}\left(a_{31}^{2}-a_{12}^{2}\right)+a_{31} a_{12}\left(a_{22}-a_{33}\right)\right\}+$
$+\tan ^{2} \psi\left\{a_{31}\left(a_{11}-a_{33}\right)\left(a_{22}-a_{33}\right)-a_{23} a_{12}\left(2 a_{11}-a_{22}-a_{33}\right)-a_{31}\left(2 a_{23}^{2}-a_{31}^{2}-a_{12}^{2}\right)\right\}+$
$+\tan \psi\left\{a_{23}\left(a_{22}-a_{11}\right)\left(a_{11}-a_{33}\right)-a_{31} a_{12}\left(2 a_{22}-a_{11}-a_{33}\right)-a_{23}\left(2 a_{31}^{2}-a_{23}^{2}-a_{12}^{2}\right)\right\}+$
+
$+a_{12} a_{23}\left(a_{11}-a_{33}\right)+a_{31}\left(a_{23}^{2}-a_{12}^{2}\right)=0$.
There is however an ambiguity in the solution, since $\tan \psi$ is the same both for $\psi$ and $\pi+\psi$ but the effect is only a reversal of the appropriate axis, and the two are equivalent. Knowing $\psi, \vartheta$ and $\varphi$ can be obtained from

$$
\left.\begin{array}{rl}
\tan 2 \vartheta & =\frac{a_{31} \sin \psi-a_{23} \cos \psi}{\frac{1}{2}\left(a_{22}-a_{11}\right) \sin 2 \psi+a_{12} \cos 2 \psi}, \\
\tan 2 \dot{\varphi} & =\frac{\cos \vartheta\left\{\left(a_{11}-a_{22}\right) \sin 2 \psi-2 a_{12} \cos 2 \psi\right\}+}{\left[\cos ^{2} \vartheta\left\{a_{11} \cos ^{2} \psi+a_{22} \sin ^{2} \psi-a_{33}+a_{12} \sin 2 \psi\right\}-\right.} \\
& \quad+2 \sin \vartheta\left\{a_{23} \cos \psi-a_{31} \sin \psi\right\}  \tag{93.10}\\
\left.-\sin 2 \vartheta\left\{a_{23} \sin \psi+a_{31} \cos \psi\right\}+a_{12} \sin 2 \psi-a_{11} \sin ^{2} \psi-a_{22} \cos ^{2} \psi+a_{33}\right]
\end{array}\right\}
$$

The values of $\alpha_{i}, \beta_{i}, \gamma_{i}$ are calculated using (93.7) and hence $a_{11}^{\prime}, a_{2}^{\prime}, a_{33}^{\prime}$ are obtained from the relations:

$$
\begin{equation*}
a_{i i}^{\prime}=a_{11} \alpha_{i}^{2}+a_{22} \beta_{i}^{2}+a_{33} \gamma_{i}^{2}+2 a_{23} \beta_{i} \gamma_{i}+2 a_{31} \gamma_{2} \alpha_{i}+2 a_{12} \alpha_{i} \beta_{i} . \tag{93.11}
\end{equation*}
$$

$\beta$ ) Special cases. Simpler relations can be obtained from the equations of the last paragraph in the case of biaxial crystals with not too small birefringence,
i.e., when $\Delta a_{11}, \Delta a_{22}, \Delta a_{33}, \Delta a_{23}, \Delta a_{31}, \Delta a_{12}$ are very much smaller than $a_{11}^{0}-a_{22}^{0}, a_{22}^{0}-a_{33}^{0}$ and $a_{33}^{0}-a_{11}^{0}$. Then it follows that

$$
\begin{equation*}
\alpha_{1}, \beta_{2}, \gamma_{3} \approx 1 \tag{93.12}
\end{equation*}
$$

$\beta_{3}=-\gamma_{2}=\frac{\Delta a_{23}}{a_{22}-a_{33}} ; \quad \gamma_{1}=-\alpha_{3}=\frac{\Delta a_{31}}{a_{33}-a_{11}} ; \quad \alpha_{2}=-\beta_{1}=\frac{\Delta a_{12}}{a_{11}-a_{22}}$.
The transformation of axes from $O X_{0} Y_{0} Z_{0}$ to $O X^{\prime} Y^{\prime} Z^{\prime}$ is then equivalent to three rotations through angles $\Phi_{x}, \Phi_{y}, \Phi_{z}$ about the three axes of the undeformed crystal, the values of which are given by
$\tan 2 \Phi_{x}=\frac{2 \Delta a_{23}}{a_{22}-a_{23}}, \quad \tan 2 \Phi_{y}=\frac{2 \Delta a_{31}}{a_{33}-a_{11}}, \quad \tan 2 \Phi_{3}=\frac{2 \Delta a_{12}}{a_{11}-a_{22}}$.
By a proper combination of the three individual rotations $\Phi_{x}, \Phi_{y}$ and $\Phi_{z}$, one obtains the total rotation which the principal axes of a crystal experience on deformation. In biaxial crystals, $\Phi_{x}, \Phi_{y}$ and $\Phi_{z}$ are in general small and hence to a first degree of approximation the order of the successive rotations does not matter. In uniaxial crystals the rotation about the optic axis would be finite (as $a_{11}-a_{22} \approx a_{12}$ ), while $\Phi_{x}, \Phi_{y}$ will be small. In such cases, the rotation about the optic axis must be carried out first.
94. Optical behaviour under hydrostatic pressure. In this case, $X_{x}=Y_{y}=Z_{z}$ ( $=p$ say) and $X_{y}=Y_{z}=Z_{x}=0$. Introducing these in Eq. (91.9) we have

$$
\left.\begin{array}{l}
\Delta a_{1}=-\left(q_{11}+q_{12}+q_{13}\right) p, \\
\Delta a_{2}=-\left(q_{21}+q_{22}+q_{23}\right) p, \\
\Delta a_{3}=-\left(q_{31}+q_{32}+q_{33}\right) p, \\
\Delta a_{4}=-\left(q_{41}+q_{42}+q_{43}\right) p,  \tag{94.1}\\
\Delta a_{5}=-\left(q_{51}+q_{52}+q_{53}\right) p, \\
\Delta a_{6}=-\left(q_{61}+q_{62}+q_{63}\right) p .
\end{array}\right\}
$$

If the values of $q_{i j}$ are known, then the behaviour of the crystal ander hydrostatic pressure can be deduced. From the equations given above one finds that the right hand side of the last three equations are equal to zero for all crystal classes, excepting those belonging to the triclinic and monoclinic systems. This is true in spite of the fact that in certain groups such as $4,5,6,8$ (Table 8) cross-coefficients of the type $q_{41}, q_{51}$ are present. In crystals of the monoclinic and triclinic systems, the principal axes experience a rotation under a hydrostatic pressure. However, in no case is the crystal symmetry altered and the isotropic, uniaxial or biaxial nature is always retained.
95. Effect of unidirectional stresses. If a stress $P$ acts in any arbitrary direction having direction cosines $l, m, n$ with respect to the chosen crystallographic axes, then the stress components are given by

$$
\left.\begin{array}{llll}
X_{1}=l^{2} P, & X_{2}=m^{2} P, & X_{3}=n^{2} P, \quad X_{4}=m n P,  \tag{95.1}\\
& X_{5}=n l P, & X_{6}=l m P .
\end{array}\right\}
$$

If these values of the stress components are substituted in the fundamental photoelastic equations, then the orientation of the optical ellipsoid of the deformed crystal can be calculated by the method indicated in the Sect. 93.

It is very seldom that one would require the constants of the optical ellipsod for an arbitrary stress direction. Some special cases of interest are discussed
below. For instance, it is possible to distinguish between the different photoelastic classes by a study of the tilt, if any, of the principal planes when the stress is along one of the principal axes of the optical ellipsoid.

We shall consider in particular a crystal not belonging to the monoclinic or the triclinic system, in which the stress is along $O X$, and calculate the tilt of the axes of the elliptic section when the direction of observation is $O Y$ or $O Z$. Since the stress is along $O X$, all components except $X_{1}$ are zero. Thus

$$
\left.\begin{array}{ll}
a_{11}-a_{11}^{0}=-q_{11} X_{1} ; & a_{23}=-q_{41} X_{1}  \tag{95.2}\\
a_{22}-a_{22}^{0}=-q_{12} X_{1}, & a_{31}=-q_{51} X_{1} \\
a_{33}-a_{33}^{0}=-q_{13} X_{1}, & a_{12}=-q_{61} X_{1} .
\end{array}\right\}
$$

The section of the deformed ellipsoid normal to $O Z$ and $O Y$ are

$$
\left.\begin{array}{l}
a_{11} x^{2}+a_{22} y^{2}+2 a_{12} x y=1  \tag{95.3}\\
a_{11} x^{2}+a_{33} z^{2}+2 a_{31} z x=1
\end{array}\right\}
$$

The tilt of the axes in the two cases are respectively
and

$$
\begin{equation*}
\tan 2 \vartheta_{1}=\frac{2 a_{12}}{a_{11}-a_{22}}=\frac{2 q_{81}}{q_{11}-q_{12}} \tag{95.4}
\end{equation*}
$$

$$
\begin{equation*}
\tan 2 \vartheta_{2}=\frac{2 a_{31}}{a_{11}-a_{33}}=\frac{2 q_{51}}{q_{11}-q_{13}} \tag{95.5}
\end{equation*}
$$

Such tilts in the axes can occur only when either $q_{61} \neq 0$ or $q_{51} \neq 0$. A tilting occurs for both directions of observations only for crystals belonging to the point groups 3 and $\overline{3}$.

It is quite obvious that this gives a simple method for distinguishing crystals belonging to different photoelastic classes in the trigonal, tetragonal and hexagonal systems.
$\beta$ ) In the case of cubic crystals also, it is possible to distinguish between the two photoelastic classes by means of a similar observation. Thus, if the stress direction is equally inclined to $O X$ and $O Y$ (making an angle of $+45^{\circ}$ with $O X$ ) and the direction of observation $O Z$, then a tilt will be observed only in the classes $T$ and $T_{h}{ }^{1}$.

In this case
and

$$
X_{1}=X_{2}=X_{6}=\frac{P}{2}
$$

$$
\begin{equation*}
X_{3}=X_{4}=X_{5}=0 . \tag{95.6}
\end{equation*}
$$

The equation to the optical ellipsoid of the deformed crystal is

$$
\begin{equation*}
a_{11} x^{2}+a_{22} y^{2}+a_{33} z^{2}+2 a_{12} y x=0 \tag{95.7}
\end{equation*}
$$

and its section normal to $O Z$ is

$$
\begin{equation*}
a_{11} x^{2}+a_{22} y^{2}+2 a_{12} x y=0 \tag{95.8}
\end{equation*}
$$

where

$$
\left.\begin{array}{l}
a_{11}=a_{11}^{0}-\frac{1}{2}\left(q_{11}+q_{12}\right) P \\
a_{22}=a_{22}^{0}-\frac{1}{2}\left(q_{13}+q_{11}\right) P,  \tag{95.9}\\
a_{12}=-\frac{1}{2} q_{44} P .
\end{array}\right\}
$$

[^121]The magnitude of the major and minor axes of the elliptic section are given by
and

$$
a_{11}^{\prime}=a_{11} \cos ^{2} \vartheta+a_{22} \sin ^{2} \vartheta+2 a_{12} \sin \vartheta \cos \vartheta
$$

$$
a_{22}^{\prime}=a_{11} \sin ^{2} \vartheta+a_{22} \cos ^{2} \vartheta-2 a_{12} \sin \vartheta \cos \vartheta
$$

and the difference

$$
a_{11}^{\prime}-a_{22}^{\prime}=\left(a_{11}-a_{22}\right) \cos 2 \vartheta+2 a_{12} \sin 2 \vartheta
$$

Thus

$$
\begin{equation*}
\tan 2 \vartheta=\frac{2 a_{12}}{a_{11}-a_{22}}=\frac{2 q_{64}}{q_{12}-q_{13}} . \tag{95.10}
\end{equation*}
$$

For the photoelastic class No. 11, comprising of crystal classes $T_{d}, O$ and $O_{k}$, $q_{12}=q_{13}$ and therefore $\vartheta \doteq 45^{\circ}$, and one of the principal axes coincides with pressure direction. For the other class No. 10, composed of $T$ and $T_{h}$ crystal classes $q_{12} \neq q_{13}$ and so the principal planes are tilted with respect to the direction of pressure. The magnitude of the tilt is $\left(\vartheta-45^{\circ}\right)$, where $\tan 2 \vartheta$ is given by (86.10).

Such a tilt has in fact been observed in a number of crystals belonging to the crystal classes $T$ and $T_{h}$ and this elegant method has been used to distinguish crystals that belong to and $T$ and $T_{k}$ classes from those of the $T_{d}, O$ and $O_{k}$ classes ${ }^{1}$.

ر) In the case of isotropic solids, there are only two piezo-optic constants and under unidirectional stress the solid becomes uniaxial with the optic axial parallel to the direction of stress. The deformed solid behaves like either a positive or negative uniaxial crystal according as $\left(q_{11}-q_{12}\right)$ is $-v e$ or $+v e$.
96. Behaviour of cubic crystals. For crystals belonging to the $T_{d}, O$ and $O_{h}$ classes, the number of independent constants is three, i.e. $q_{11}, q_{12}$ and $q_{44}$ and Eq. (91.9) becomes:

$$
\left.\begin{array}{l}
a_{11}-a^{0}=-\left[\left(q_{11}-q_{12}\right) X_{1}+q_{12}\left(X_{1}+X_{2}+X_{3}\right)\right], \\
a_{22}-a^{0}=-\left[\left(q_{11}-q_{12}\right) X_{2}+q_{12}\left(X_{1}+X_{2}+X_{3}\right)\right], \\
a_{33}-a^{0}=-\left[\left(q_{11}-q_{12}\right) X_{3}+q_{12}\left(X_{1}+X_{2}+X_{3}\right)\right],  \tag{96.1}\\
a_{23}=-q_{44} X_{4}, \quad a_{31}=-q_{44} X_{5}, \quad a_{12}=-q_{44} X_{6},
\end{array}\right\}
$$

where $a_{11}^{0}=a_{22}^{0}=a_{33}^{0}=a^{0}$, the value for the undeformed crystal. Consequently, the stressed crystal becomes biaxial in general. Although the birefringence for any direction of propagation is proportional to the stress, it is interesting that the optic axial angle $2 V$ depends only on the direction of the pressure and is independent of its magnitude. The value of $2 V$ is given by

$$
\begin{equation*}
\sin ^{2} V=\frac{a_{11}^{\prime}-a_{22}^{\prime}}{a_{11}^{\prime}-a_{33}^{\prime}} \tag{96.2}
\end{equation*}
$$

where $\frac{1}{\sqrt{a_{11}^{\prime}}}, \frac{1}{\sqrt{a_{22}^{\prime}}}, \frac{1}{\sqrt{a_{33}^{\prime}}}$ are the principal refractive indices. It is readily seen that ( $a_{11}^{\prime}-a_{22}^{\prime}$ ) and ( $a_{11}^{\prime}-a_{33}^{\prime}$ ) are homogeneous linear functions of the stress components, so that their ratio and hence the optic axial angle is independent of the magnitude of the stress. The orientation of the optic axial plane depends on the ratio $\chi=q_{44} / q_{11}-q_{12}$ and one may classify crystals belonging to this photoelastic class into four types according to the magnitude and sign of this quantity:
(i) $x>1$,
(ii) $0<\chi<1$,
(iii) $-1<\chi<0$,
(iv) $\chi<-1$.

[^122]The optical behaviour of the four types for various stress directions parallel to the cubic and dodecahedral planes have been worked out by Pockels ${ }^{1}$.

Cubic crystals belonging to $T$ and $T_{h}$ classes. The phenomena in these cases become more complicated as the number of surviving constants is four, i.e. $q_{11}, q_{12}, q_{13}$ and $q_{44}$. These crystals therefore become biaxial even for compression along a cubic axis. Thus, if $P$ is the magnitude of the stress along the $x$-axis,

$$
\left.\begin{array}{r}
a_{11}-a^{0}=-q_{11} P,  \tag{96.3}\\
a_{22}-a^{0}=-q_{12} P, \\
q_{33}-a^{0}=-q_{13} P, \\
a_{23}=a_{31}=a_{12}=0 .
\end{array}\right\}
$$

It is obvious from these equations that the principal axes of the optical ellipsoid coincide with the cubic axes of the crystal. The optic axes occur in the $X O Z$ plane if $q_{12}>q_{13}$, and the axial angle is given by

$$
\sin ^{2} V=\frac{q_{12}-q_{13}}{q_{11}-q_{13}} .
$$

Here again, one notices that the optic axial angle is independent of the magnitude of the pressure. This can be proved to be true for any direction of pressure in this photoelastic class also.

The only direction of pressure for which the crystal becomes uniaxial is when it is parallel to a cube diagonal [111]; for all other pressure directions it becomes biaxial. This is because these are the only directions in the crystal which have a symmetry axis of order greater than two. Of particular interest is the fact that for stress along the dodecahedral direction, the crystal becomes biaxial as in the previous case, but with one important difference. No principal axis of the deformed ellipsoid coincides with the direction of stress. (Again this is because this direction is not a two fold axis in crystal class $T$ and $T_{h}$.) It must however be remembered that this angle between the axis of the optical ellipsoid and the pressure direction can only be detected experimentally when observations are made along proper directions. For example when the stress is along a dodecahedral direction [110] and observations along a cubic axis [001], then the major axis of the elliptic section normal to [001] is tilted with respect to the stress direction by an angle $\vartheta$ given by

$$
\begin{equation*}
\tan 2 \vartheta=\frac{2 q_{44}}{q_{12}-q_{13}} \tag{96.4}
\end{equation*}
$$

However for the same stress direction, if the observation is along [ $1 \overline{1} 0$ ] the major axis of the elliptic section coincides with the stress direction.

In these crystals, if the stress is along one of the cubic axes $(O X)$, the birefringence observed for directions of observation $O Y$ and $O Z$ are different, these being proportional to $\left(q_{11}-q_{12}\right)$ and $\left(q_{11}-q_{13}\right)$. Thus, we get the interesting result that in a cubic crystal, for which the three axes are equivalent in the unstressed state, the stress birefringence for pressure along $O X$ is different for observation along the other two cubic axes $O Y$ and $O Z$. However, the equivalence of the three cubic axes under the operations of a three-fold axis along the cube diagonal is seen from the fact that stress along $O X$ and observation

[^123]along $O Y$ is equivalent to stress along $O Y$ and observation along $O Z$ and to stress along $O Z$ and observation along $O X$. Similarly, the other three combinations of stress and observation directions are equivalent.
97. Behaviour of uniaxial crystals: In cubic crystals it is found that a pressure along any trigonal or tetragonal axis of symmetry makes the crystal optically uniaxial with the pressure direction as the unique axis; a pressure applied along any other axis makes the crystal biaxial ${ }^{1}$. This rule is found to be valid for uniaxial crystals also. From the Table 6, it is seen that for a unidirectional pressure along the $Z$ axis since $q_{43}=q_{53}=q_{63}=0$ there will be no rotation of the axes. And as $q_{23}=q_{13}$ the principal components of the index tensor $a_{1}$ and $a_{2}$ of the deformed crystal will be the same. For any other direction of pressure these two constants will not be the same, showing that for any unidirectional pressure a uniaxial crystal becomes biaxial unless the pressure direction coincides with the optic axis. If the pressure direction is perpendicular to the optic axis (i.e. $O Z_{0}$ ) and if it is parallel to $O X_{0}$ then the optic axial angle exhibited by the deformed crystal is given by
\[

$$
\begin{equation*}
\sin ^{2} V=\left\{\left|\frac{q_{11}-q_{12}}{\frac{1}{n_{\omega}^{2}}-\frac{1}{n_{\varepsilon}^{2}}}\right| P\right\} \tag{97.1}
\end{equation*}
$$

\]

where $n_{o}$ and $n_{s}$ are the ordinary and extraordinary indices of refraction. Unlike in cubic crystals the optic axial angle is proportional to the square root of the pressure. For all crystals excepting these belonging to group $V$ of Table 7 the acute bisectric of the deformed crystal will not coincide with the optic axes of the undeformed crystal but would be rotated by an angle determined by the first two equations of (93.14). Further if $q_{11}<q_{12}$ the optic axial plane is parallel to the pressure direction for a positive uniaxial crystal and perpendicular to the pressure direction for a negative uniaxial crystal. For $q_{11}>q_{12}$ the behaviour would be just the opposite.
98. Experimental methods. The photoelastic constants of a crystal can be evaluated from observations in specimens of suitable orientation of the absolute and relative retardations induced by stress. These retardations arise firstly due to the change in the refractive indices due to the photoelastic effect and secondly the change in the thickness of the specimens caused by the stress. The magnitude of the last effect must be known before the photoelastic constants can be computed from the observed values of the retardations. We shall briefly mention the various methods available for measuring the retardation before dealing with the methods of computation.

The crystal specimen is subjected to a uniform unidirectional stress and the relative retardation produced between tays with electric vectors parallel and perpendicular to the stress is measured by any of the compensator methods. The Babinet compensator has proved by far the most useful instrument for these measurements. Recently a magneto-optic method (see Sect. 90) has been evolved for measuring small birefringence usually encountered in photoelastic experiments and the method is particularly useful for the measurement of the dispersion of the photoelastic constants with wavelength. This method consists of measuring the decrease of the apparent Faraday rotation with stress and is normally applicable to cubic crystals.

The absolute retardation measurements can be made using two identical crystals in a Jamin interferometer, one being subjected to a longitudinal stress

[^124]while the other is not ${ }^{1}$. Another extremely accurate method for determination of the retardation has been described ${ }^{2}$. Light passes through three specimens each placed in front of a slit. A precise exploration of the Fraunhofer pattern with and without the central crystal stressed yields an accurate measure of the variation of the optical path of the central beam. Another convenient method ${ }^{3}$ is to measure the shift with stress of the Newtonian fringes formed between two surfaces of the crystal specimen.

For a pressure change $\Delta P$, if $\Delta N$ fringes cross a fiducial mark in the crystal, then the change in refractive index

$$
\begin{equation*}
\frac{\Delta n_{i}}{\Delta P}=\frac{\lambda}{2 l} \frac{\Delta N}{\Delta P}-n_{i} \frac{\Delta L}{\Delta P} \tag{98.1}
\end{equation*}
$$

where in the last term $\frac{1}{L} \frac{\Delta L}{\Delta P}$ represents the elastic modulus along the direction of propagation. $\Delta N$ and $\Delta P$ can be measured very accurately. However, in general the experimental position in photoelasticity is quite unsatisfactory, as in most of the methods of measurements the major part of the path retardation arises due to the change in thickness of the specimen. These changes cannot be accurately found out as the elastic constants are not precisely known.

We shall now take the case of an orthorhombic crystal to exemplify the computation ${ }^{4}$. Here

$$
\left.\begin{array}{r}
a_{11}-a_{11}^{0}=-\left(q_{11} X_{x}+q_{12} Y_{y}+q_{13} Z_{z}\right), \\
a_{22}-a_{22}^{0}=-\left(q_{21} X_{x}+q_{22} Y_{y}+q_{23} Z_{z}\right),  \tag{98.2}\\
a_{33}-a_{32}^{0}=-\left(q_{31} X_{x}+q_{32} Y_{x}+q_{33} Z_{z}\right) .
\end{array}\right\}
$$

and

$$
a_{23}=-q_{44}, Y_{z}, \quad a_{31}=-q_{55} Z_{x}, \quad a_{12}=-q_{66} X_{y}
$$

and the strains etc. are given by

$$
\left.\begin{array}{rl}
x_{x} & =-\left(s_{11} X_{x}+s_{12} Y_{y}+s_{13} Z_{z}\right),  \tag{98.3}\\
y_{y} & =-\left(s_{21} X_{x}+s_{22} Y_{y}+s_{23} Z_{z}\right), \\
z_{z} & =-\left(s_{31} X_{x}+s_{32} Y_{y}+s_{33} Z_{z}\right), \\
y_{z}=-s_{44} Y_{z}, \quad z_{x}=-s_{55} Z_{x}, \quad x_{y}=-s_{66} Y_{x},
\end{array}\right\}
$$

and along any direction making direction cosines $l, m, n$ with the axes, the dilatation is given by

$$
\begin{equation*}
\frac{\Delta L}{L}=x_{x} l^{2}+y_{y} m^{2}+z_{z} n^{2}+y_{z} m n+z_{x} n l+x_{y} l m \tag{98.4}
\end{equation*}
$$

for a unidirectional stress along $x$,

$$
\left.\begin{array}{r}
a_{11}-a_{11}^{0}=-q_{11} P_{x},  \tag{98.5}\\
a_{22}=a_{22}^{0}=-q_{21} P_{x}, \\
a_{33}-a_{33}^{0}=-q_{31} P_{x},
\end{array}\right\}
$$

since $a_{12}^{0}=1 / n_{x}^{2}, a_{22}^{0}=1 / n_{y}^{2}$ and $a_{33}^{0}=1 / n_{z}^{2}$ for observation along the $z$ axis for light with electric vector parallel to the direction of pressure

$$
\begin{equation*}
\Delta n_{x}=\frac{n_{x}^{3} q_{11} P_{x}}{2} \tag{98.6}
\end{equation*}
$$

[^125]and for the localised fringe method described, the retardation for one fringe shift is
\[

$$
\begin{equation*}
\lambda / P_{x}^{\|} t=n_{x}^{3} q_{11}-2 n_{x} s_{13} \tag{98.7}
\end{equation*}
$$

\]

where $P_{x}^{\| l}$ is the pressure (in dynes- $\mathrm{cm}^{2}$ ) necessary to bring about one fringe shift for light vibrating parallel to the direction of pressure. Similarly

$$
\begin{equation*}
\lambda / P_{x}^{\perp} t=n_{y}^{3} q_{21}-2 n_{y} s_{13} \tag{98.8}
\end{equation*}
$$

for light vibrating perpendicular to the direction of pressure and relative retardation when measured with a Babinet compensator is

$$
\begin{equation*}
\frac{\lambda}{2 t}\left[\frac{1}{P_{x}^{\|}}-\frac{1}{P_{x}^{\perp}}\right]=\frac{1}{2}\left(n_{x}^{3} q_{11}-n_{y}^{3} q_{21}\right)+s_{13}\left(n_{y}-n_{x}\right) . \tag{98.9}
\end{equation*}
$$

The factor of 2 being due to the fact that the light travels through the crystal only once when the Babinet method is used and not twice as in the fringe method.
$\beta$ ) Optically active medium. We shall consider the case of a cubic crystal possessing optical activity for which this method has been worked out ${ }^{1}$. If light of any state of polarisation represented by $P$ on the Poincare sphere (Fig. 99) is incident on the unstressed crystal (of thickness $t$ ), the emergent light will be in the state $P_{2}$ obtained by a rotation about the axis $L R$ by an angle $2 \varrho t$ where $\varrho$ is the optical rotation per unit length of the crystal. If now the crystal is stressed, the emergent light would be represented by a point $Q$ obtained by rotation of

$$
\begin{equation*}
\Delta=t \sqrt{\delta^{2}+(2 \varrho)^{2}} \tag{98.10}
\end{equation*}
$$

about an axis $S S^{\prime}$ which makes an angle $\varphi$ with $L R$ given by

$$
\begin{equation*}
\tan \varphi=\frac{\delta}{2 \varrho} \tag{98.11}
\end{equation*}
$$



Fig. 99. Poincaré representation to compute the state of the beam emerging from an optically active crystal which bas been strained.
where $\delta$ is the birefringence introduced in the plate due to the stress. If now we are able to measure the state of vibration of the emergent vibration, then $\Delta$ can be easily computed, from which $\delta$ can be calculated since $2 \varrho$ is known. The analytical expression when $P$ is any general vibration is rather complicated but the problem can be solved graphically on a stereographic projection with the aid of a Wulff net.

However when the incident vibration is linearly polarised the analytical expressions are comparatively simple. If the major axis of the emergent elliptic vibration makes an angle $\psi$ with the vibration direction of incident light and if the axial ratio $b / a$ is given by $\tan \omega=b / a$ then

$$
\begin{align*}
& \tan \varphi=\frac{\sin 2 \omega}{\cos 2 \alpha-\cos 2 \omega \cos 2(\alpha+\varphi)}  \tag{98.12}\\
& \cos \Delta=1-\frac{1-\cos 2 \omega \cos 2 \psi}{1-\sin ^{2} \varphi \cos ^{2} \alpha} \tag{98.13}
\end{align*}
$$

where $\alpha$ is the inclination of the plane of vibration of the incident light to one of the principal vibration directions of the crystal: $\psi$ and $\alpha$ can be directly deter-

[^126]mined using a Babinet compensator. In addition it is necessary to determine the principal vibration directions of the rotating birefringent crystal. This can be done by determining the azimuth of minimum, the method due to BruHat (see Sect. 84) using crossed nicols. The azimuth at which the transmitted intensity is a minimum gives the principal vibration direction. This method is not accurate unless $2 \varrho / \delta$ is small. Otherwise the minimum is not marked. However the use of the analysers described in Sect. 21 would be of great help. Knowing $\alpha$, $\psi$ and $\omega$ it is possible to compute both $\Delta$ and $\varphi$.

The birefringence introduced may be calculated from the formula (98.10) or from the equation

$$
\delta=\Delta \sin \varphi .
$$

For $2 \alpha=0$ or $\pi / 2$ formulae (98.12) and (98.13) reduce to

$$
\left.\begin{array}{ll}
\underline{2 \alpha=0} & \tan \varphi=\sin 2 \omega / 1-\cos 2 \omega \cos 2 \psi  \tag{98.14}\\
& \sin \Delta=\cos 2 \omega \sin 2 \psi / \cos \varphi \\
\underline{2 \alpha=\pi / 2} & \tan \varphi=\tan 2 \omega / \sin 2 \psi \\
& \cos \Delta=\cos 2 \omega / \cos 2 \psi
\end{array}\right\}
$$

Another extremely simple method of determining the birefringence is to determine the ellipticity of the elliptic vibration that is propagated without any change in the stressed optically active crystal. The experimental method is identical with the technique described in Sect. 71 for the measurement of optical activity in the presence of absorption using an elliptic polariser and a crossed elliptic analyser. If the ratio of the axes of the ellipse is given by $B / A$ then

$$
\tan \frac{1}{2}\left(\frac{\pi}{2}-\varphi\right)=\frac{B}{A}
$$

and

$$
\begin{equation*}
\delta=2 \varrho \tan \varphi \tag{98.15}
\end{equation*}
$$

Using these techniques, by stressing the crystals along [100] and making observations along [010] and [001], $q_{11}-q_{12}$ and $q_{11}-q_{13}$ were determined and by stressing the crystal along [111] and making observations along [ $1 \overline{1} 0]$ and [11 $\overline{2}], q_{44}$ was determined for sodium chlorate a crystal which belongs to the $T$ class.
99. Ratio of the photoelastic constants in cubic crystals using ultrasonics. MUELIER ${ }^{1}$ has developed an elegant method for measuring the ratio of the elastooptic constants in cubic crystals by studying the optical characteristics of the light diffracted by ultrasonic waves passing through a single crystal. The details of the theory are beyond the scope of this article but we shall mention only the physical basis of the method. RAMAN and $\mathrm{NatH}^{2}$ have given a very satisfactory theory of the diffraction of light by ultrasonic waves in a liquid. The theory is based on the simple concept that the changes in phase due to changes in the refractive index at each point of the liquid due to sound field, has the effect of corrugating the wave-front of a plane parallel light wave incident on it in the transverse direction. In liquids it can be easily shown that if the incident light is polarised all the components of the light diffracted by the ultrasonic waves have the same polarisation as the incident light. However in the case of a cubic crystal the case is slightly different. Under the influence of the strains in the

[^127]solid every volume element in the crystal becomes birefringent and for light travelling in the $z$ direction the birefringence can be characterised by the index ellipse which is the section of the index ellipsoid normal to the $z$ axis. The ellipse has its axial direction at an angle $\vartheta$ and $90+\vartheta$ with the $x$ axis where $\tan 2 \vartheta=\frac{2 a_{12}}{a_{11}-a_{22}}$ (Sect. 95). But the important point is that these directions do not vary in time and are also the same for every volume element for a cubic crystal. Hence if the incident light is at any arbitrary polarisation, its amplitude can be resolved into two components $E_{I}$ and $E_{\text {II }}$ along the major and the minor axes of the index ellipse. Hence two diffraction patterns with different amplitudes are obtained if the Raman-Nath theory is applied to the case of solids. Since both these amplitudes originate from the same incident light by diffraction on the same elastic wave, they must be coherent and consequently the two resultant amplitudes must be added vectorially to get the resultant vibration. The result can be stated as follows. For plane polarised incident light all diffraction orders produced by a progressive sound wave in an optically isotropic solid are plane polarised. However, the direction of polarisation is different for different orders and differs from that of the incident light. In the case of birefringent crystals for any general direction the diffracted light is in general elliptically polarised. By measuring the rotation of the plane of polarisation of the light in the different orders with respect to the light in the zeroth order it is possible to evaluate the ratio of the elasto-optic constants in isotropic solids and cubic crystals. This method has been extended to the case of cubic crystals which possess optical activity ${ }^{\mathbf{1}}$.
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