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Preface
There are very few general results in statistical physics which are valid for systems far

from equilibrium. Among these are the non-equilibrium fluctuation theorems which put

conditions on the probability distribution of entropy production in non-equilibrium systems.

Another is the Jarzynski equality, which relates the non-equilibrium work done on a system

to equilibrium free energy differences. Unlike linear response theory, these relations are

valid for systems arbitrarily far away from equilibrium. These relations are exact no matter

how far the system is driven out of equilibrium and are independent of the rate and strength

of perturbation. In the first part of the thesis we look at someexamples of non-equilibrium

processes in the context of these new results.

A class of far from equilibrium systems are the so called ratchet models and microscopic

models of pumps and engines. These models exhibit net directed transport of particles in

the system in the presence of noise and driving and in the absence of any applied external

bias. The first such construct of a miniature molecular engine was by Feynman. This is the

Feynman ratchet and pawl engine, ( discussed inFeynman lectures on Physics), which was

first proposed as a microscopic mechanical model to explain the problem in constructing a

Maxwell’s demon. Similar models, based on the same principle, have recently been stud-

ied to understand the working of molecular motors and pumps in biological systems. These

molecular motors ( e.g. kinesin ) move uni-directionally onthe microtubules inside biologi-

cal cells. Also, molecular pumps, like sodium or potassium pumps, maintain active transport

across membranes against a concentration gradient. These motors and pumps are in a very

noise environment but still they exhibit net uni-directional motion. The second part of the

thesis includes studies on some new models of heat/particle pumps and engines.

In chapter 2 of the thesis we look at the validity of different fluctuation theorems for a

simple system of a single Ising spin in contact with a heat bath and driven by an external

time dependent magnetic field. We explicitly compute the distribution of the work done in

driving the spin over a fixed time interval. The time evolution of the spin is modelled using

Glauber dynamics. Monte-Carlo simulations are performed tofind the work distributions
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at different driving rates. We find that in general the work-distributions are broad with a

significant probability for processes with negative dissipated work. The special cases of

slow and fast driving rates are studied analytically.

In chapter 3 we look at some simple models of heat pumps. Motivated by recent studies on

models of quantum particle and heat pumps, we study similar classical models and examine

the possibility of heat pumping. Unlike many of the usual ratchet models of molecular

engines, the models we study here do not have particle transport. We consider a two-spin

system and a coupled oscillator system which exchange heat with multiple heat reservoirs

and which are acted upon by periodic forces. The simplicity of our models allows accurate

numerical and exact solutions and unambiguous interpretation of results. We demonstrate

that while both our models seem to be built on similar principles, one is able to function as a

heat pump ( and also as an engine ) while the other is not.

In chapter 4 we look at a model of a particle pump. We study a symmetric exclusion

process in which the hopping rates at two ( or more) chosen sites vary periodically in time

and have a relative phase difference. This mimics a colloidal suspension subjected to external

space and time dependent modulation of the diffusion constant. The two special sites act as a

classical pump by generating an oscillatory current with a nonzeroDC value whose direction

depends on the applied phase difference. We analyze various features of this model through

simulations and obtain an expression for theDC current via a novel perturbative treatment.

This work is done in collaboration with my thesis supervisorProf. Abhishek Dhar and

with Prof. Arun Jayannvar, Institute of Physics, Bhubaneshwar, Dr. Kavita Jain, JNCASR,

Bangalore and Dr. Abhishek Chaudhury, Raman Research Institute, Bangalore.
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1 Introduction.

Any system in equilibrium can be fully described by the Boltzmann-Gibb’s theory of en-

sembles. For a system in contact with a heat bath, the phase-space probability distribution

is given by the canonical distribution. This expression is very general and can be applied to

any given equilibrium system. One can then calculate the partition function and from this the

free energy of the system. From this all equilibrium properties of a system can, in principle,

be calculated. In practice of course this can be difficult and an explicit calculation of specific

properties may not always be possible.

There is a large class of phenomena which cannot be describedby the Boltzmann-Gibb’s

ensemble theory. These include non-equilibrium phenomenain glassy systems, granular

material, electrical and thermal transport. The reasons that the equilibrium description breaks

down in these systems can be various: for example there may beno Hamiltonian description;

or the Hamiltonian is time-dependent; or relaxation times are extremely slow, etc.

There are few theories, such as those of non-equilibrium thermodynamics and theory of

linear response, to describe some of these non-equilibriumphenomena. However, they work

only in the linear regime where the perturbed system is slightly out of equilibrium. These

theories thus have a very limited range of applicability. There is no general framework to

treat non-equilibrium phenomena which is valid for systemsfar from equilibrium. In the

absence of a general theory for such systems, one approach isto take simple but nontrivial

model systems and understand their behaviour from first principles.

In the last decade the situation has changed somewhat. Certain general relations have been

discovered which are valid independent of how far a system isdriven out of equilibrium.

These results include (1) the Jarzynski equality [3− 6] and (2) the fluctuation theorems
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[7 − 17]. These results are now being extended and shown to be valid for many different

systems, dynamics ( deterministic as well as stochastic ) and ensembles. They have been

verified for a variety of systems theoretically [18− 20] as well as experimentally [21− 24].

After the work by Crooks [10] and Seifert [11], it is now understood that many of these

relations are closely related and are the manifestations ofa single theorem, the theorem

which connects the path probability of a thermostatted system to its time reversed trajectory.

In Sec. (1.1) we will briefly describe these results on non-equilibrium fluctuations and state

the new results obtained by us.

Another class of problems in non-equilibrium physics, which cannot be treated by con-

ventional theories, is that of ratchet systems and of molecular pumps and engines. These are

systems which are driven out of equilibrium by some externalparameter and exhibit many in-

teresting phenomenas like uni-directional current, resonances etc. Among their applications

it has been proposed to model the behaviour of molecular motors and pumps in biological

systems. There have also been many studies on the quantum version of such particle and heat

pumps. So it is interesting to look at whether the quantum nature of a system is an essential

requirement. In Sec. (1.2) we will briefly describe some known results on these systems and

discuss our contribution.

1.1 The Jarzynski equality and the fluctuation theorems

Consider a system in contact with a heat reservoir. Let some parameter,λ, for example

the external field on a magnet or the volume of a gas etc. be varied in time from an initial

point λA to a final pointλB ( in general there can be many time-dependent parametersλ =

{λ1, λ2, ......, λn} in the system ). With this parameter variation, work is done on the system.

Then, conventional thermodynamics tells us that the work doneW, on the system is always

greater than or equal to the free energy ( Helmholtz free energy) difference. Thus:

W ≥ ∆F, (1.1)
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f(t)

X(t)

Figure 1.1: A polymer being stretched by an optical trap potential.

where,∆F = F(λB)− F(λA). This result basically follows from the second law. The equality

holds for a quasi-static, reversible process. For example consider a system as shown in

Fig. (1.1). This is an example of a polymer placed in a bath at temperatureT and stretched

by an external time-dependent forcef (t) ( thusλ(t) = f (t) in this case ) by means of, for

example, an optical trap. The process is done in the following way. At timet = 0 the system

is in equilibrium at a temperatureT. Then the force is applied from timet = 0 to t = τ.

This stretching process is done for large number of times, every time starting the system

in equilibrium and with the force following the same protocol f (t). If such a process is

done at a finite rate, then since we start with different initial equilibrium conditions and also

because of the stochastic dynamics, we will get different amount of work done in different

realizations. Hence we can find the distribution of workP(W). Though the average work

〈W〉 is always greater than∆F for all rates, the distribution may have a large negative part.

This negative part implies that for some realizations of theexperiment, system is doing work

on the external agent while extracting heat from the reservoir. This contribution can be large

if the system is non-thermodynamic, and can be viewed as transient violation of the second

law. This observation of apparent violation of second law also startled early observers of

Brownian motion. In his book [2], Perrin discusses this point. Here we give a paragraph

from the same book:

It is clear that this agitation ( of a Brownian particle ) is notcontradictory to the principle
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of conservation of energy. It is sufficient that every increase in the speed of a granule is

accompanied by a cooling of the liquid in its immediate neighbourhood, and like wise every

decrease of speed by a local heating, without loss or gain of energy.

Perrin also stresses the following point that the Brownian motion ( or motion at small

scales ) is not reconcilable with rigid enunciations too frequently given to Carnot’s principle,

because in a given realization a particle can spontaneouslydo work at the expense of the

surrounding medium ( heat bath ).

So it must not any longer be said that perpetual motion of the second sort is impossible,

but one must say: “ On the scale of size ( macroscopic ) which interests us practically,

perpetual motion of the second sort is in general so insignificant that it would be absurd to

take into account.”

But at the microscopic scales this fluctuations about the mostprobable behaviour are im-

portant and their study might provide us with a better understanding of the second law.

Let us now go back to our discussion of the Jarzynski equality. We consider a general

Hamiltonian of a system given byHλ(x, p), wherex = {x1, x2, ....xn} andp = {p1, p2, ....pn}

are usual phase-space variables andλ is the parameter which is varied in time fromλA to λB

in time τ following a fixed protocolλ(t). Then Jarzynski considers the following definition

of work done on the system:

WJ =

∫ τ

0

∂Hλ(x, p)
∂t

dt =
∫ τ

0

∂Hλ(x, p)
∂λ

dλ
dt

dt. (1.2)

We take an ensemble of such processes, with initial conditions for the system generated

from a canonical distribution at temperatureT. Then the work doneWJ can be calculated for

every trajectory in the phase-space given by (x(t), p(t)). This work is a fluctuating quantity

because of two reasons:

1. The initial conditions are generated from a canonical distribution, hence we get differ-

ent work for different initial conditions.

2. The heat bath generates stochastic forces, which cause fluctuations in the phase-space
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paths taken by the system.

It was proved by Jarzynski, that the distributionP(WJ) satisfies the following equality:

〈exp{−βWJ}〉 =
∫ ∞

−∞
dWJ exp{−βWJ}P(WJ) = exp{−β∆F}, (1.3)

whereβ = 1/kBT. We now give a proof that of the Jarzynski equality, for the case where the

system is in contact with a heat bath at timet = 0 and in equilibrium, but the heat bath is then

removed during the driving process. Then the evolution of the system is deterministic and

described by the phase-space trajectory (x(t), p(t)) which evolves according toHλ(x(t), p(t)),

with λ taken fromλA to λB in time τ. Let the ensemble of such trajectories be described by

the initial phase-space density given by:

ρλA(x(0), p(0)) =
1

ZλA

exp{−βHλA(x(0), p(0))}, (1.4)

where Zλ =
∫

exp{−βHλ} dx dp. For a particular phase-space trajectory starting from

(x(0), p(0)) at timet = 0, the work done in timeτ is given by Eq. (1.2). The probabil-

ity of the initial state isρλA(x(0), p(0)). Hence we get the following average:

〈exp{−βWJ}〉 =
∫

ρλA(x(0), p(0)) exp{−βWJ} dx(0) dp(0). (1.5)

Since the system is isolated, we can write∂H/∂t = dH/dt, and hence the work done,

Eq. (1.2) on the system is nothing but the change in the total energy of the system, i.e.,

WJ = HλB(x(τ), p(τ)) − HλA(x(0), p(0)). This gives us:

〈exp{−βWJ}〉

=
1

ZλA

∫ τ

0
exp{−βHλA(x(0), p(0))} exp{−β[ HλB(x(τ), p(τ)) − HλA(x(0), p(0)) ]} dx(0) dp(0).

(1.6)

Using Liouville’s theorem, giving conservation of phase-space volume we getdx(0) dp(0) =

dx(τ) dp(τ) and the above equation then gives:

〈exp{−βWJ}〉 =
1

ZλA

∫

exp{−βHλB(x(τ), p(τ))} dx(τ) dp(τ) =
ZλB

ZλA

. (1.7)
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SinceFλ = −kBT ln(Zλ), we then get the Jarzynski equality, given by Eq. (1.3). This equality

can also be proved for the situation where system remains in contact with the heat bath during

the driving process. In this case, the system and the reservoir are considered to be a larger

isolated system, with Hamiltonian given by,Hλ = Hλ + HB + hI , whereHλ is the system

Hamiltonian,HB is the reservoir Hamiltonian andhI is the coupling between the system and

the reservoir. The result in Eq. (1.3) was proved for weak coupling between the system and

reservoir in [3] then for the general case in [6]. This relation can also be proved for discrete

Markovian process [10], with heat bath dynamics and for Langevin dynamics [15] ( we will

outline this proof later in this section ). It is remarkable that the result in Eq. (1.3) is valid

independent of the rate at which the external parameter is varied. The only requirement is that

the system should be in the equilibrium when the driving process starts. Unlike Eq. (1.1),

this is anequalitywhich relates a non-equilibrium quantity to an equilibriumfree energy

difference.

We will now give a simple example of a driven system with Langevin dynamics, where

one can explicitly calculate the work distribution function and verify the Jarzynski equality.

Consider a Brownian particle in a harmonic trap, which is movedwith a constant velocityu.

The Hamiltonian of the system is given by:

H =
p2

2m
+

1
2

k(x− α(t))2, (1.8)

whereα(t) = ut is now the external control parameter. We consider the over-damped limit in

which case the inertial term drops out and the Langevin equation of motion is given by:

γẋ = −k [x− α(t)] + η(t), (1.9)

whereη(t) is a Gaussian white noise, satisfying,〈η(t)〉 = 0 and〈η(t)η(t′)〉 = 2kBTγδ(t − t′).

Using the Jarzynski definition of work, Eq. (1.2), we get for the work done in timeτ:

WJ =

∫ τ

0

∂H
∂α
α̇ dt = −k

∫ τ

0
α̇ [ x − α(t) ] dt

=
k
2

[α2(τ) − α2(0)] − k
∫ τ

0
α̇ x dt. (1.10)
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The general solution of Eq. (1.9) is given by:

x(t) = e−(k/γ) t x0 +
1
γ

∫ t

0
e−(k/γ) (t−t′) [ kα(t′) + η(t′) ] dt′. (1.11)

We choosex0 = x(t = 0) from the initial equilibrium distributionP(x0) = exp{−βHα(0)}/Zα(0).

It can be seen from Eq. (1.10) thatWJ is linear inx, while x itself is linear in both,x0 and

η(t) which are Gaussian variables. Hence it follows that the distribution of WJ will also be

Gaussian. We thus just need to find the first and second momentsof this distribution. We

have:

P(WJ) =
1

√

2πσ2
WJ

exp
[

− ( WJ − 〈WJ〉 )2

2σ2
WJ

]

. (1.12)

Using Eqs. (1.10) and (1.11), it is straightforward to calculate〈WJ〉 andσ2
WJ
= 〈(WJ−〈WJ〉)2〉,

where we note that〈...〉 denotes an average over initial conditions as well as over noise. We

find:

〈WJ〉 = γu2τ [1 +
γ

kτ
(e−(k/γ)τ − 1) ],

σ2
WJ
= 2 kB T γu2τ [1 +

γ

kτ
(e−(k/γ)τ − 1) ] = 2kBT〈WJ〉. (1.13)

For this particular Hamiltonian given by Eq. (1.8), it is easy to show that the free energy is

independent ofα and hence∆F = 0. Using Eqs. (1.12, 1.13), we immediately get:

〈exp{−βWJ}〉 = 1 = exp{−β∆F}. (1.14)

Thus we have verified that the Jarzynski equality Eq. (1.3) issatisfied.

Now we will discuss the fluctuation theorems which are somewhat more general than the

Jarzynski equality and give information about the fluctuations of the entropy production in

a non-equilibrium system. In fact we will see that the Jarzynski equality can be derived

from one of the fluctuation theorems. There are various versions of the fluctuation theorems.

All of them start with some definition of the entropy producedS in a particular realization

of a non-equilibrium process in timeτ. As discussed earlier ( for the work doneW ), we
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expect this entropyS to be also a fluctuating quantity with a distribution, sayP(S). The

transient fluctuation theorem (TFT) [8,12− 15], states that for a system initially in thermal

equilibrium,P(S) satisfies the following equation:

P(S)
P(−S)

= eS/kB. (1.15)

This result is valid for any time intervalτ. Another version of TFT, due to Crooks [10] gives:

PF(S)
PR(−S)

= eS/kB, (1.16)

wherePF(S) andPR(S) are the probabilities in forward and time reversed processes respec-

tively. This theorem is also true for all timesτ. The steady state fluctuation theorem (SSFT)

looks at the case where the initial state is chosen from a non-equilibrium steady state, rather

from an equilibrium state as in TFT. In this case, the statement of the theorem as obtained by

Cohen and Gallavotti [9] is

P(σ)
P(−σ)

= eτσ, (1.17)

whereσ = S/(kBτ) is rate of entropy production and one looks at the limitτ→ ∞.

Here we will give a proof of Crooks’ fluctuation theorem for a single particle following

Langevin dynamics. Then we will also show how to obtain the Jarzynski equality from this

theorem. Consider a Brownian particle in the presence of an external potentialU(x). The

Hamiltonian of the system is given by:

H =
p2

2m
+ U(x). (1.18)

This particle is driven by an external time-dependent forcef (t), doing work on the particle.

We also assume that the system is in contact with a heat bath attemperatureT and it’s time

evolution is described by Langevin dynamics. The Langevin equation of motion is thus given

8



by:

mẍ = −∂U
∂x
+ f (t) − γẋ+ η(t) = −

∂H f

∂x
− γẋ+ η(t),

with H f = H − f (t)x, (1.19)

whereη(t) is a Gaussian noise satisfying〈η(t)〉 = and〈η(t)η(t′)〉 = 2kBTγδ(t − t′). For such

stochastic systems the proof of Crooks’ fluctuation theorem and the Jarzynski equality can

be shown to follow from the principle of microscopic reversibility. For discrete systems,

evolving for example through Monte Carlo dynamics, this principle has been proved by

Crooks. Here we give a proof for Langevin dynamics [15].

We first state the principle of microscopic reversibility. Consider the evolution of the

system from timet = 0 to t = τ, through a path in phase-space given by{x(t), p(t), f (t)}.

This path will correspond to a particular realization of thenoiseη(t). The probability of this

path is then given by:

P+ = N exp{− 1
4kBTγ

∫ τ

0
η2
+ dt} = N exp

{

− 1
4kBTγ

∫ τ

0
( mẍ+

∂U
∂x
− f (t) + γẋ )2 dt

}

,

(1.20)

whereN is a normalization factor. Now consider the time reversed trajectory given by

{x′(t), p′(t), f ′(t)} = {x(τ − t),−p(τ − t), f (τ − t)}. The probability of this path is:

P− = N exp{− 1
4kBTγ

∫ τ

0
η2
− dt} = N exp

{

− 1
4kBTγ

∫ τ

0
( mẍ′ +

∂U
∂x′
− f ′(t) + γẋ′ )2 dt

}

= N exp
{

− 1
4kBTγ

∫ τ

0
( mẍ+

∂U
∂x
− f (t) − γẋ )2 dt

}

. (1.21)

We then get after some simplification:

P+
P−
= exp

{

− 1
kBT

∫ τ

0
(−γẋ+ η) ẋ dt

}

= exp{ − βQ }, (1.22)

whereQ =
∫ τ

0
(−γẋ+η) ẋ dt, is the amount of heat transferred from the heat bath to the system

in time τ. The identification ofQ as heat transferred follows from the fact that (−γẋ+ η) is

the force from the heat bath on the particle.
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Eq. (1.22) is the principle of microscopic reversibility. This principle is similar to that of

detailed balance principle. The principle of microscopic reversibility relates the probability

of a specified path in phase-space to the probability of the time reversed path. The detailed

balance condition refers to the probability of transition between two points in phase-space

sayC andC′ and states thatP(C → C′) = P(C′ → C) e−β [E(c′)−E(c)] and does not make

reference to any specific path in phase-space.

Now we proceed to prove Crooks’ fluctuation theorem. Following Crooks we will first

motivate the definition of the entropy produced,S, for a given trajectory. This entropyS

consists of two parts: a contribution from change in entropyof the bath which is−βQ and

another contribution coming from the change in entropy of the system. The entropy change

of the system is found in the following way. Let some parameter f (t), be switched from

an initial value fA = f (0) to a final valuefB = f (τ). Let the equilibrium distributions

corresponding to the parametersfA and fB beρ fA andρ fB respectively, whereρ f = e−βH f /Zf .

Then the equilibrium entropy of the ensemble is given by:

S = −kB

∫

ρ f (x, p) ln ρ f (x, p) dx dp. (1.23)

One can think of−kB ln ρ f (x, p) as the entropy of a micro-state and the change in entropy of

the system is given by−kB ln ρ fB + kB ln ρ fA. Thus for a given path, Crooks’ definition of the

total entropy generated is:

S/kB = ln ρ fA − ln ρ fB − βQ. (1.24)

Then PF(S), the probability of entropyS generated in timeτ, in time forward process is

given as:

PF(S) =
∫

D[x, p] dx(0) dp(0) dx(τ) dp(τ) ρ fA P+ δ(SF − S)

=

∫

D[x, p] dx(0) dp(0) dx(τ) dp(τ) ρ fA P− e−βQ δ(SF − S), (1.25)

whereSF is the entropy generated for a given forward trajectory andD[x, p] denotes a sum

over all paths{x(t), p(t)} between{x(0), p(0)} and{x(τ), p(τ)}. Also from Eq. (1.24) we can
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write ρ fA e−βQ = eSF/kB ρ fB. Note that under time reversalS changes sign hence we can write

SR = −SF. Substituting these relations in Eq. (1.25), we get:

PF(S) =
∫

D[x, p] dx(0)dp(0) dx(τ)dp(τ) ρ fB P− e−SR/kB δ(SR+ S) = eS/kB PR(−S),

(1.26)

thus proving Eq. (1.16).

Now we show how the Jarzynski equality can be derived from theCrooks’ fluctuation

theorem. To do this we note that,ρ fA = exp{−βH fA}/ZfA andρ fB = exp{−βH fB}/ZfB , where

H f (x, p) = p2/2m+ U(x) − f (t)x. This implies, using Eq. (1.24):

S/kB = β H fB + ln Z( fB) − β H fA − ln Z( fA) − β Q

= −β (F fB − F fA) + β (H fB − H fA) − β Q, (1.27)

where,H fA andH fB are initial and final Hamiltonians,F fA andF fB are initial and final free

energies. Using the equation of motion Eq. (1.19) and the definition of H f (x, p), it is easily

seen that:

dHf (x, p)

dt
=
∂H f (x, p)

∂t
+

dQ
dt
. (1.28)

Which then givesH fB − H fA =WJ + Q. Hence from Eq. (1.27) we get:

S/kB = −β ∆F + βWJ = βWd, (1.29)

where we have definedWd =WJ−∆F as the dissipated work. Thus from the Crooks’ identity

we have:

PF(Wd)
PR(−Wd)

= eβWd. (1.30)

This is the Crooks’ fluctuation theorem for work distributionand from this we get:

∫ ∞

−∞
PF(Wd) e−βWd dWd =

∫ ∞

−∞
PR(−Wd) dWd = 1. (1.31)
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Thus

〈exp{−βWd}〉 = 〈exp{−β(WJ − ∆F)}〉 = 1, (1.32)

which is the Jarzynski equality in Eq. (1.3).

Let us see the validity of this Crooks’ fluctuation theorem forthe example we consid-

ered previously, namely a Brownian particle in a moving harmonic trap. In this example

we proved that the distribution of workWJ is Gaussian. For Gaussian distribution it can

be shown that [15] the distribution for forward trajectoryPF(WJ) is same as that for time

reversed trajectoryPR(WJ) and therefore the Crooks’ fluctuation theorem also implies the

transient fluctuation theorem. Since∆F = 0 for this system, dissipated workWd is nothing

but the Jarzynski workWJ. Hence from the distribution given in Eqs. (1.12) and (1.13), we

get:

P(WJ)
P(−WJ)

= exp
[2 〈WJ〉WJ

σ2
WJ

]

= e βWJ , (1.33)

which is the transient fluctuation theorem.

Contribution of this thesis: The fluctuation theorems have been proved for a large class

of systems. However, their general validity has not been established and is still an open

question. Here we look at the validity of these relations, namely the Jarzynski equality and

the fluctuation theorems, for a single classical spin in the presence of a time-dependent mag-

netic field and where the dynamics of the spin is modeled by Glauber dynamics. Also, we

note that the Jarzynski equality and the fluctuation theorems are general relations satisfied by

the probability distribution function of some non-equilibrium quantity like work, and do not

make any reference to the actual form of these distributions. There have been very few earlier

studies which have explicitly looked at the form of the distribution functions, except in linear

systems where the distributions are Gaussian. We have performed Monte-Carlo simulations

to obtain the distributions for different driving protocols such as ramped magnetic field and

periodically varied fields which can be symmetric or asymmetric. In general we find that the

distributions are broad and have non-trivial forms. In somespecial limits, namely fast and
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slow driving rates we show that the work distributions can beanalytically calculated. We

verify that Crooks’ fluctuation theorem is always satisfied while the usual TFT and a steady

state version is not.

1.2 Ratchets, heat engines and molecular motors

Ratchet models have been studied for a long time to examine howdirected motion occurs

in non-equilibrium systems even in the absence of any net external bias. Among its appli-

cations it has been proposed that Brownian ratchets could provide a possible mechanism of

transport of motors in biological cells. An example of a molecular motors is kinesin which

moves uni-directionally on microtubules inside the cell. Also molecular pumps, like sodium

or potassium pumps maintain active transport across membranes against a concentration

gradient. Note that these motors and pumps work in a very noisy environment and still they

exhibit directed motion. It is thus of interest to understand the functioning of these highly

complex systems by studying simple microscopic models. In this context several ratchet

models like flashing ratchets, rocking ratchets, correlation ratchets, frictional ratchets etc.

have been proposed [75]. In all these models one tries to get anet motion, by combining the

effects of thermal ( or a-thermal ) fluctuations, spatial or temporal anisotropy and external

non-directed driving. In some cases, the system is in contact with several thermal baths (

thermal ratchets ) at different temperatures. One of the first example of a ratchet is infact

Feynman’s ratchet and pawl machine [49], where the machine is kept in contact with two

baths at different temperatures, and is able to extract work from the heattransferred. In

many of these models, one is interested in the dependence of the particle current on system

parameters like temperature, diffusion constant, amplitude of external driving etc. Also one

is interested in finding out the efficiency of these motors, a question which is of obvious prac-

tical interest. Many studies have been done to understand these aspects [64− 66,79]. The

efficiency has mainly been studied as a function of temperature and external load in rocking,

frictional ratchets. There have been lot of studies on improving the efficiency of such ratchet

models. It turns out that this efficiency is small due to the non-equilibrium and irreversible
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nature of the system. Questions like whether irreversibility can be suppressed, and whether

a system can be made to achieve Carnot efficiency, have also been studied [69, 74]. To study

efficiency of such ratchets models one usually uses the method ofstochastic energetics de-

veloped by Sekimoto [64]. In this framework all the quantities like work done, input energy,

output energy etc. can be understood and computed by the Langevin equation approach.

In the following sections we discuss a few ratchet models. Webegin with the well known

Feynman’s ratchet and pawl model and then we look at some other models of externally

driven ratchets, namely flashing, rocking and inhomogeneous ratchets.

1.2.1 Feynman’s ratchet and pawl model

In this section we will look at a model discussed inFeynman lectures on Physics, Vol. 1.

This model was devised to understand, from a molecular or kinetic point of view, how much

maximum amount of work could be extracted from a heat engine.As we know from ther-

modynamics, there is a maximum limit to this efficiency, given by the Carnot efficiency.

Feynman was trying to understand this through a microscopicmechanical model and using

statistical mechanics. Feynman’s ratchet and pawl device is shown in Fig. (1.2). This con-

sists of two compartments containing gases at temperaturesT1 andT2. The compartment

(I), at temperatureT1, contains vanes which are able to rotate freely in both directions. The

compartment (II), at temperatureT2, contains a ratchet and a pawl as shown. This ratchet

with the pawl ( with a spring ) pressing on its teeth is anasymmetricobject. With the pawl

pressing on it, the ratchet can move only in one direction. The ratchet and the vanes are con-

nected by a rigid rod. Let us consider a situation where both the temperatures are same, i.e.,

T1 = T2 = T. In compartment (I), gas molecules bombard on the vanes and make it rotate

randomly. When the vanes try to move in one direction it is allowed but the other direction

appears to be forbidden due to the presence of ratchet and pawl to which it is connected.

Thus we should see the vanes moving only in one direction and the load moves up. It appar-

ently looks like we get a directed motion out of random motionin thermal equilibrium. The

flaw in above argument lies in the fact that, in our analysis wehaven’t considered the motion
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Figure 1.2: Feynman’s ratchet and pawl engine.

of the pawl at all. Just as the vanes are getting kicks from thegas molecules, the pawl in the

other compartment is also getting bombarded by the gas molecules in its compartment. Due

to these kicks the pawl could be pressing against the ratchet, but it can also get lifted above

the ratchet once in a while. At this particular instant when the pawl is lifted, if vanes get the

kick in other direction ( so calledforbidden) then the ratchet is free to rotate. Thus we can

see that in fact there can be motion in both the directions. Hence if we look at the load tied

to the rigid rod, we will see it moving up and down at various instances, but on an average

there will be no net motion.

Now let us see what happens when the temperatures are different. LetT1 > T2, that is the

pawl is colder than the vanes. In this case, Feynman shows that directed motion is possible.

Roughly the argument is as follows. The probability of a forward motion, by one tooth of

the ratchet ise−ǫ/kBT1, whereǫ is the energy required to lift the pawl. On the other hand the

probability of a reverse motion ise−ǫ/kBT2. Hence, as the rate of these jumps are no longer
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equal, whenT1 > T2, there can be a net forward motion of the ratchet. This can be used to

do work, thus working as an engine.

Feynman then argues that in the reversible mode of operation, the efficiency of this model

reaches a Carnot efficiency. In this analysis there are some flaws, which were pointed out by

Parrondo [50] and Magnasco [51]. The point of their criticism was that, this system unlike

other usual heat engines, is in contact with two heat baths attwo different temperatures

simultaneously, thus it can never work in a reversible way.

Actual analysis, of the Feynman’s ratchet and pawl system turns out to be quite difficult,

so different models have been proposed to model this engine [48− 52]. A simple way of

modeling is that given by Magnasco [51]. Consider a system with two degrees of freedom,

x andy, wherex is a cyclic coordinate representing the ratchet motion andy representing

the pawl. These two coordinates are in contact with heat baths, at different temperaturesT1

andT2 respectively, corresponding to the two compartments with gas in Feynman’s model,

and modelled by Langevin equation. An asymmetric periodic potentialU(x, y) is included

to represent the asymmetry and periodicity of ratchet toothand the interaction of ratchet

and pawl degree of freedom. When the pawl is pressing against the ratchet, this potential is

infinite. For a particular choice ofU(x, y) considered by Magnasco [51], the system works

as an engine depending on the two temperatures, similar to Feynman’s model. Also it was

shown that the efficiency of this model is quite low, and it doesn’t reach Carnot efficiency.

In such devices it is important to note the following points.A difference between such

microscopic engines and thermodynamic engines like Carnot engines is that here effects of

thermal fluctuations are important. The second important difference is that the system is

simultaneously in contact with two (or more) heat baths at different temperatures and hence

is essentially always a non-equilibrium system.

1.2.2 Other ratchet models

In the last section we discussed the ratchet and pawl model which is an example of an engine

driven by temperature differences, with no external driving. Work is extracted solelyfrom the
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heat baths at different temperatures. There are other class of ratchets wherean external time-

dependent driving drives the system into a non-equilibriumsteady state, and useful work is

done. These models usually look at particle transport. In such models the general situation

is as follows. Consider a Brownian particle placed in an asymmetric periodic potential such

as shown in Fig. (1.3). Then, even if the potential is asymmetric, the system equilibrates at

the temperature of the bath and reaches Boltzmann distribution. In this equilibrium situation

there will be no net particle current. Thus we need to make thesystem non-equilibrium, and

this can be done by various means and below we will discuss three examples.

I. Flashing ratchet: Suppose now that the asymmetric potential is made time-dependent

[55]. This will drive the system into a non-equilibrium state and in such a situation we can

have a uni-directional current in the system. In general such a system can be described by a

Langevin equation as follows:

mẍ = −∂U(x, t)
∂x

− γẋ+ η(t), (1.34)

where,m is the mass of the particle,γ is the dissipation in the bath,U(x, t) is the external

asymmetric time-dependent periodic potential. For flashing ratchets one takesU(x, t) =

U(x) f (t). Also η(t) is the noise due to the heat bath. This noise is usually takento be

a Gaussian white noise satisfying〈η(t)〉 = 0 and〈η(t)η(t′)〉 = 2kBTγδ(t − t′). A simple

example of a time-dependent potential is one shown in Fig. (1.3). In this case this potential

is switched on ( for timeTon ) and off ( for timeTo f f ) and this is repeated periodically.

When the potential is off ( during To f f ), then particles are free to diffuse. Suppose we

choose,To f f ∼ X2
s/2D, whereD is the diffusion constant. Then, during this time, many

particles starting from close to the potential minima wouldhave diffused to the peak on the

left hand side while few particles would have reached the peak on the right. Now when we

switch on the potential, the particles on the left will slidedown the slope to the next minima

while those on the right return to the same minima (see Fig. (1.4)). Hence we get a net

motion to the left. It is important to note thatwe require diffusionin order to get a directed

motion.
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Figure 1.3: Part (a) of the figure shows a saw-tooth potential, an example of an asymmetric
potential. Part (b) shows a switching function used to generate a time-dependent
potentialUt(x) = U(x) f (t), whereV(x) is as given in part (a). For timeTon

potential in on and for timeTo f f , U(x) = 0. Such a driving can lead to an uni-
directional particle current.

Figure 1.4: Brownian particles are trapped in a periodic, asymmetric potential that can be
turned on and off. The random diffusion when the potential is off is converted
into net motion to the left when the ratchet is switched on.
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Figure 1.5: A rocking ratchet model where the external forceis varied periodically in time.
Because of the asymmetry of the potential, the situation (b) is not same as that of
(c). In this case we get a motion in the direction of steeper slope.

Now suppose there is a gradient in the potential (which opposes the current, usually called

asload). Then till some maximum load called asstalledload, the particles are able to move

against this gradient and thus useful work can be done.

II. Rocking ratchet: In the case of flashing ratchets, discussed above, the potential fluc-

tuates between on and off states. In another class of ratchets known as rocking ratchets [56],

where one applies a time-dependent force with zero mean (seeFig. (1.5)). For example such

a potential can be given byU(x, t) = U(x) − sin(ωt)x. This corresponds to a situation where

the slope of the saw-tooth potential is periodically variedin time. More generally, this vari-

ation of slope can be done in a random or periodic way, the onlyrequirement being that the

average slope is zero. Consider the zero temperature case. Then, when the force is negative,

( part (b) in Fig. (1.5)), particles can remain trapped in the valley of the potential, where

local force there is positive. On the other hand, when the external force is positive ( part (c)
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T0 ∆Temperature profile, T(x) = T    −         sin( x −    )φ

U(x) = U    sin( x )

Figure 1.6: Inhomogeneous ratchet model where a periodic potential (a), and a temperature
profile (b), is separated by a phase differenceφ. Dark regions in (a) correspond
to the higher temperature regions. Direction of the currentdepends on this phase
difference.

in Fig. (1.5)), then particles slide down the slope. Thus thesituations+F and−F are not

equal and opposite to each other, which happens due the asymmetry of the potential, and we

get a net current. This can be shown to be true even for finite temperatures. Unlike the case

of flashing ratchets, the direction of the current in this case is in the direction of the steeper

slope. Note that the flashing and rocking ratchets can be thought of as examples where aDC

current is generated by applying anAC field.

III. Inhomogeneous ratchet: A third type of ratchet is the inhomogeneous ratchets

[57, 58], which unlike flashing and rocking ratchets, have spatially symmetric periodic po-

tentialU(x). They show directional transport due to the presence of space dependent diffu-

sion coefficientD(x). This space dependence can arise, for example from a spatially varying

temperatureT(x) [57− 60], since the diffusion constant is given byD(x) = kBT(x)/γ. These

systems are common in nature. For example, colloidal particles diffusing near any surface

have space dependent diffusion coefficient, molecular motors moving on the microtubules

experience space dependent mobility [63]. In this case, theratchet effect arises because the

system dissipates energy differently at different places due to the space dependent tempera-

tureT(x). In this case the only criterion to be satisfied is that both the potentialU(x) and the
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temperatureT(x) have to be periodic, and should be separated by a phase difference other

than 0 orπ.

Consider part (a) in Fig. (1.6), where dark regions corresponds to higher temperature (

this is sometimes called as Landauer torch ) corresponding to the maxima of temperature

profile. Particles try to settle at the minima of the potential but, all the time they fluctuate

around this minima due to noise from the bath. Thus when particles come into the contact

with these higher temperature regions they get enough energy to cross the barrier and jump

to next valley on the right. Thus particles in any minima willfind it easier to jump to the

right than to the left. Hence this temperature anisotropy produces a net particle transport in

the system, whose direction and magnitude depends on the phaseφ.

Contribution of this thesis: Here we look at models of both heat and particle pumps.

These models are somewhat different from various ratchet models which we have described

above and are motivated by models of quantum pumps. Unlike the flashing and rocking

ratchets, there is no asymmetric potential in the examples we study. These models have

external time-dependent magnetic field, forces etc. doing work on the system and driving

the system in to non-equilibrium steady state. The ratchet effect is achieved through the fact

that the external driving is both time, as well as space dependent.

In chapter (3) we study following two classical models of heat pump,

1. A spin system consisting of two coupled Ising spins each driven by periodic magnetic

fields with a phase difference, and connected to two heat reservoirs.

2. An oscillator system of two interacting particles drivenby periodic forces with a phase

difference and connected to two reservoirs.

In both these models we drive the system by external periodictime-dependent magnetic

fields or forces, with a phase difference and connected to multiple reservoirs. We find that

though these models are based on same designing principles,one of them ( Ising system ) is

able to work both as a heat pump and as an engine but the other isnot. As discussed earlier

for ratchet systems, to work, require spatial or temporal asymmetry. In these models there is
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no built-in asymmetry but the phase different driving leads to an overall symmetry breaking.

In chapter (4) we study a model of a particle pump. We look at the symmetric exclusion

process (SEP), with time-dependent hop-out rates at two or more sites. These hop-out rates

are periodic in time and with a phase difference. We find that in this system, in the steady

state we get a non zeroDC current. Unlike previous models studied in chapter (3), here

there is a particle transport. The hop-out rate is related tothe diffusion constant and the

modulation of this diffusion constant can be thought of as arising from a spatial andtemporal

modulation of the temperature or friction coefficient. We study this model by simulations and

also analytically by doing a perturbation theory in drivingstrength around the exactly known

time-independent SEP. We calculate general current expression and study its behaviour in

few special cases. We look at the behaviour of this current asa function of driving frequency

and the phase difference and also get a formal expression in adiabatic and fastdriving limits.
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2 Work distribution functions for
Hysteresis loops in a single spin
system.

2.1 Introduction

Consider a magnetic system in a time-dependent magnetic field. Assume that the magnetic

field is varied periodically. Then plotting the magnetization of the system against the in-

stantaneous magnetic field we get the well-known hysteresiscurve. The area enclosed by

the hysteresis loop gives the work done on the system by the external field and this leads to

heating of the magnet. In the usual picture, that one has of hysteresis, one expects that the

work done is positive. However if the magnetic system is small (i.e contains small number of

magnetic moments) then this is no longer true. For a small magnet, one finds that the work is

a fluctuating quantity, and in a particular realization of the hysteresis experiment one could

actually find that the magnet cools and does work on the driving force.

In general, for asmall system driven by time-dependent forces whose rates arenot slow

compared to relaxation times, one typically finds that various non-equilibrium quantities,

such as the work done or the heat exchanged, take values from adistribution. Recently there

has been a lot of interest in the properties of such distributions. Part of the reason for the in-

terest is that it leads us to examine the question as to how theusual laws of thermodynamics,

which are true for macroscopic systems, need to be modified when we deal with mesoscopic

systems [1].

For instance in our example of the magnet with a small number of spins, there is a finite

probability that all the spins could suddenly spontaneously flip against the direction of the
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field by drawing energy from the heat bath. Intuitively this gives one the feeling that there has

been a violation of the second law. In fact historically early observers of Brownian motion

had the same feeling when they saw the “perpetual” motion of the Brownian particles [2].

However if one looks at the precise statement of the second law one realizes that there is

no real violation.The second law is a statement on the most probable behavior while here

we are looking at fluctuations about the most probable values. These become extremely

small for thermodynamic systems. On the other hand, for small systems these fluctuations

are significant and a study of the properties of these fluctuations could provide us with a

better understanding of the meaning of the second law in the present context. This will be

necessary for an understanding of the behavior of mesoscopic systems such as molecular

motors, nanomagnets, quantum dots etc. which are currentlyareas of active experimental

interest.

Much of the recent interest on these non-equilibrium fluctuations has focused on two inter-

esting results on the distribution of the fluctuations. These are (1) the Jarzynski relation [3−6]

and (2) the fluctuation theorems [7− 17]. A large number of studies, both theoretical and

experimental [19− 24] have looked at the validity of these theorems in a varietyof systems

and also their implications. At a fundamental level both these theorems give some measure

of “second law violations”. At a practical level the possibility of using these theorems to

determine the equilibrium free energy profile of systems using data from non-equilibrium

experiments and simulations has been explored [25− 29].

In this chapter we will be interested in the fluctuations of the area under a hysteresis loop

for a small magnet. We look at the simplest example, namely a single Ising spin in a time-

dependent magnetic field and evolving through Glauber dynamics. Hysteresis in kinetic Ising

systems have been studied earlier [30− 33] where the main aim was to understand various

features such as dependence of the average loop area on sweeping rates and amplitudes,

system size effects and dynamical phase transitions . The area distribution was also studied

in [33] but the emphasis was on different aspects and so is quite incomplete from our present

viewpoint.
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A two state model with Markovian dynamics was earlier studied by Ritortet al. [34] to

analyze experiments on stretching of single molecules. Systems with more than two states

have also been studied [35] in the context of single-molecule experiments. However, the

detailed forms of the work-distributions have not been investigated and that is the main aim

of this study. These distributions are of interest since there are only a few examples where

the explicit forms of the distributions have actually been worked out [37− 40]. Most of the

experiments so far, for example those in the RNA stretching experiments of Liphardtet al.

[19] or the more recent experiment of Douarcheet al. [25] on torsionally driven mirrors, are

in regimes where the work-distributions are Gaussian.

We perform Monte-Carlo simulations to obtain the distributions for different driving rates.

We consider different driving protocols and look at the two cases corresponding to the tran-

sient and the steady state fluctuation theorems. It is shown that the limiting cases of slow and

fast driving rates can be solved analytically. We also pointout that the problem of computing

work-distributions is similar to that of computing residence-time distributions.

2.2 Definition of model and dynamics

Consider a single spin, with magnetic momentµ, in a time-dependent magnetic fieldh(t).

The Hamiltonian is given by

H = −µhσ σ = ±1 (2.1)

We assume that the time-evolution of the spin is given by the Glauber dynamics. Let us first

consider a discretized version of the dynamics. Let the value of the magnetic field at the end

of the (n−1)th time step behn−1 and let the value of the spin beσn−1. The discrete dynamics

consists of two distinct process during thenth time step:

1. The field is changed fromhn−1 to hn = hn−1 + ∆hn. During this step an amount of work

∆W = −µσn−1∆hn is done on the system.

2. The spin flips with probabilityp(e−βµhnσn−1/Z) whereZ = eβµhn+e−βµhn is the equilibrium

partition function at the instantaneous field value. The factor p is a parameter that is required
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when we take the continuum time limit and whose value will setequilibration times. At the

end of this step the spin is in the stateσn. During this step the system takes in an amount of

heat∆Q = −µhn(σn − σn−1) from the reservoir.

Given the microscopic dynamics we can derive time-evolution equations for various prob-

ability distributions. These are standard results but we reproduce them here for completeness.

Time-evolution equation for spin distribution: First let us consider the spin configuration

probability Pn(σ) which gives the probability that at timen the spin is in the stateσ. We

write the field in the formhn = h0 fn where fn is dimensionless and let us defineǫ = βµh0.

Then we get the following evolution equation:
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













1− pe−ǫ fn

Z peǫ fn

Z

pe−ǫ fn

Z 1− peǫ fn

Z





























Pn(↑)
Pn(↓)















To go to the continuum-time limit we take the limitsp→0, ∆t→0, with p/∆t → r and

fn→ f (t), Pn(σ)→ P(σ, t). Using the dimensionless timeτ = rt we then get:

∂P̂
∂τ
= −T P̂ where (2.2)

P̂ =















P(↑, τ)
P(↓, τ)















, T =














e−ǫ f (τ)

Z −eǫ f (τ)

Z

−e−ǫ f (τ)

Z
eǫ f (τ)

Z















.

The magnetizationm(τ) = 〈σ(τ)〉 = 2P(↑, τ) − 1 thus satisfies the equation

dm(τ)
dτ

= −m(τ) + tanh[ǫ f (τ)] (2.3)

whose solution is

m(τ) = e−τm(0)+
∫ τ

0
dτ′e−(τ−τ′) tanh[ǫ f (τ′)]. (2.4)

Time-evolution equation for Work distribution: The total work done at the end of thenth

time step is given by:

W = −µ
n
∑

l=1

σl−1∆hl (2.5)

To write evolution equations for the work-distribution it is necessary to first defineQn(W, σ),
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the joint probability that at the end of thenth step the spin is in the stateσ and the total work

done on it isW. ThenQn(W, σ) will satisfy the following recursions:

Qn+1(W, ↑) = (1− p
e−ǫ fn+1

Zn+1
))Qn(W+ µ∆hn, ↑) + p(

eǫ fn+1

Zn+1
)Qn(W− µ∆hn, ↓)

Qn+1(W, ↓) = p(
e−ǫ fn+1

Zn+1
)Qn(W+ µ∆hn, ↑) + (1− p(

eǫ fn+1

Zn+1
))Qn(W− µ∆hn, ↓).

We take the limits∆t → 0, p → 0 with p/(∆t) → r, hn → h(t) and∆hn/(∆t) → ḣ.

Then using the dimensionless variableτ defined earlier, and the total work done upto timeτ,

w = βW = −ǫ
∫ τ

0
dτ′σ(τ′) d f/dτ′ we finally get

∂Q̂
∂τ

= −T .Q̂+ ǫd f
dτ
σz.
∂Q̂
∂w

where (2.6)

Q̂ =















Q(w, ↑, τ)
Q(w, ↓, τ)















, σz =















1 0

0 −1















From Eq. (2.6) we get the following equation forQ(w, τ) = Q(w, ↑, τ) + Q(w, ↓, τ):

∂2Q
∂τ2
+ (1− f̈

ḟ
)
∂Q
∂τ
= ǫ ḟ tanh(ǫ f )

∂Q
∂w
+ (ǫ ḟ )2∂

2Q
∂w2

(2.7)

We have not been able to solve these equations analytically except in the limiting cases where

the rate of change of the magnetic field is very slow or very fast. In a recent study done by

Chvostaet al. [38, 39], this kind of evolution equation for a two level system is solved

analytically, and their results match with our simulation results.

In the next two sections we will first present results from Monte-Carlo simulations which

give accurate results for any rates and then discuss the special cases.

2.3 Results from Monte-Carlo simulations

We have studied three different driving processes:

(A) The system is initially in equilibrium at zero field and the field (βµh) is then increased

linearly as a function of time from 0 toǫ. The total time duration of the process istm (or

τm in dimensionless units). By changingτm while keepingǫ fixed we can control the rate at

which the magnetic field sweep takes place.
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(B) The system is initially in equilibrium and the field, whichis taken to be piecewise

linear, is changed over one cycle. The total time duration ofthe cycle is 4τm for a symmetric

cycle and is 2(τm+ τn) for an asymmetric cycle.

(C) The system is run through many cycles till it reaches a non-equilibrium steady state.

We measure work fluctuations in this steady state.

In cases (A) and (B) we will be interested in testing the transient fluctuation theorem (TFT)

while in case (C) we will look at the steady state fluctuation theorem (SSFT). Let us briefly

recall the statements of these theorems for work distributions in systems with Markovian

dynamics.

Crooks’ Fluctuation Theorem: Let us quickly recall the various definitions of the fluc-

tuation theorems with our present notation. Consider our spin system, initially in thermal

equilibrium and then external magnetic fieldh(t), is changed from an initial valuehi, at time

t = 0, to a final valuehf in a finite timetm. Suppose the work done on the system during

this process isW and the change in equilibrium free energy is∆F. Let the dissipated work

Wd =W−∆F, have a distributionQ(Wd). Now consider a time-reversed path for the external

field hR(t) = h(tm − t) for which the work distribution isQR(Wd). The fluctuation theorem of

Crooks’ then states:

Q(Wd)
QR(−Wd)

= eβWd. (2.8)

For Gaussian processes it can be shown thatQR(Wd) = Q(Wd) [15] and hence we get the

usual form of the transient fluctuation theorem (TFT)

Q(Wd)
Q(−Wd)

= eβWd. (2.9)

Another situation where TFT is satisfied is the case where thefield is kept constant or if the

process is time-reversal symmetric. Finally we note that the Jarzynski relation

〈e−βWd〉 =
∫

dWde
−βWdQ(Wd) = 1 (2.10)

follows immediately from Crooks’ theorem Eq. (2.8) and so will be satisfied in all cases
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where Crooks’ holds.

In the following sections we will verify that Crooks’ FT is always satisfied but that TFT

does not hold whenever the distributions are non-Gaussian processes and the process does not

have time-reversal symmetry. We will also test the validitya particular version of the steady

state fluctuation theorem (SSFT), which differs from the Cohen-Gallavotti theorem in that

we consider a finite timeτ. Thus, this version of SSFT has the same form as Eq. (2.9) with

the difference that the initial state is chosen from a non-equilibrium steady state distribution

instead of an equilibrium distribution.

In the simulations we used the discrete time dynamics specified in the beginning of

Sec. (2.2). To get results corresponding to the continuum time limit we took the param-

eter values∆t = tm/10000 andp = ∆t. The distribution functions for a given rate were

obtained by generating 2× 106 realizations.

2.3.1 Field increased linearly from 0 to ǫ

In this casef (τ) = τ/τm and we have chosenǫ = 0.5. We note that with a static field,

the equilibrium relaxation time is given bytr = 1/r or τr = 1. The rate of change of

magnetic field∼ 1/tm and comparing this with the relaxation time we find that slow and

fast rates correspond, respectively, to large and small values fortm/tr = τm. In Fig. (2.1) we

plot the work distributions for various values ofτm. We have plotted the distribution of the

dissipated workwd = w− β∆F (Hereβ∆F = − ln coshǫ). In Fig. (2.2) we plot the average

magnetization as a function of field, again for different rates. Some interesting features of

the work-distributions are:

(i) The distributions are in general broad. This is true evenat the slowest driving rates

where the average magnetization (Fig. (2.2)) itself is close to the equilibrium prediction.

Note that the allowed range of values ofwd is [−ǫ − β∆F, ǫ − β∆F] ≈ [−0.38,0.62]. Also we

see that the probability of negative dissipated work is significant.

(ii) For slow rates the distributions are Gaussian and this can be understood in the follow-

ing way. Imagine dividing the time range into small intervals. Because the rate is slow, there
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Figure 2.1: Distributions of the work done in driving a magnet at different rates when mag-
netic field is changed linearly.

are a large number of spin flips within each such interval, andso the average magnetization

from one interval to the next can be expected to be uncorrelated. Since the work is a weighted

sum of the magnetization over all the time intervals we can expect it to be a Gaussian.

(iii) For fast rates we getδ−function peaks atw = ±ǫ. This again is easy to understand

since the spin doesn’t have time to react and stays in its initial state. In Sec. (2.4) we will

work out analytic expressions for the the work distributions by considering probabilities of

0−spin flip and 1−spin flip processes.

For slow rates we have verified (see Fig. (2.3)) that the fluctuation theorem is satisfied.

For faster rates we see that the probability of negative workprocesses is higher than what is

predicted by the TFT.
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Figure 2.4: Magnetic field changed over a cycle. In the symmetric case the total cycle time
is 4τm while in the asymmetric case it is 2(τm+ τn).

2.3.2 Field is taken around a cycle

As shown in Fig. (2.4) we consider two different cyclic forms forf (τ). One is a symmet-

ric cycle and the other a asymmetric one. For these two cases the work-distributions are

plotted in Fig. (2.5) and Fig. (2.6) respectively. For the symmetric cycle we plot the aver-

age magnetization as a function of the field in Fig. (2.7). This gives the familiar hysteresis

curves.

As before we again find that the work-distributions are broad. For slow rates we get

Gaussian distributions while for fast rates we get aδ−function peak at the origin which

correspond to a 0−spin flip process. The slow and fast cases are treated analytically in

Sec. (2.4).

As expected we can verify the transient fluctuation theorem for both the symmetric and

asymmetric processes. That TFT should be satisfied follows from Crooks FT and noting that

the time reversed process has the same distribution as the forward process because of the

additionalh→ −h symmetry that we have in this case. We have also studied an asymmetric

half-cycle for which QR(wd) , Q(wd). Consequently we find that the usual TFT is not

satisfied while the more general form of TFT of Crooks holds. Weshow this in Fig. (2.8)

where we have plottedQ(wd), ewdQ(−wd) andewdQR(−wd).
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Figure 2.9: Work-distributions in the non-equilibrium steady state.

2.3.3 Properties in the non-equilibrium steady state

We now look at the case when the spin is driven by the oscillating field into a non-equilibrium

steady state and we measure fluctuations in this steady state. In this case the work distribu-

tions (over a cycle) have the same forms as in the transient case (Fig. (2.9)). The joint

distribution functionQ(w, σ, τ) satisfies the same equation Eq. (2.6) but now the initial con-

ditions are different. In Fig. (2.10) we plot the steady state hysteresis curves. Note that unlike

the transient case the hysteresis curves are now closed loops.

Finally we test the validity of the steady state fluctuation theorem (SSFT). This theorem

has been proved for dynamical systems evolving through deterministic equations but there

exists no proof that a similar result holds for stochastic dynamics. From Fig. (2.11) it is clear

that SSFT does not hold.
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Figure 2.10: Hysteresis curves in the non-equilibrium steady state.
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2.4 Analytic results for slow and fast rates

2.4.1 Field increased linearly from 0 to ǫ

(i) Slow case: τm >> 1

As argued in the previous section we expect that the work-distributions to be Gaussians

which will be of the general form

Q(w) =
1

√

2πσ2
w

e
−(w−〈w〉)2

2σ2
w . (2.11)

where〈w〉 andσ2
w are the mean and the variance of the distributionQ(w). Since the distribu-

tion satisfies the Jarzynski equality, it follows at once that they are related by

σ2
w = 2(〈w〉 − β∆F). (2.12)

Hence we just need to find the mean work done. The mean work doneis given by〈w〉 =

−(ǫ/τm)
∫ τm

0
dτm(τ). In the strict adiabatic limitτm → ∞ we havemad(τ) = tanh(ǫτ/τm)

and the mean work done〈w〉 = − log(cosh(ǫ)) = β∆F. For largeτm we try the perturbative

solution

m(τ) = mad(τ) +
1
τm

g(τ) (2.13)

Substituting in Eq. (2.3) we get an equation forg(τ) whose solution gives

g(τ) = − ǫ
τm

sech2(
ǫτ

τm
) +O(

1
τ2m

) (2.14)

For the work done we then get

〈w〉 = β∆F +
ǫ

τm
tanh(ǫ) (2.15)

In Fig. (2.12) we compare the simulations for slow rates withthe analytic results.

(ii) Fast case: τm << 1.

If we change the field very fast then the spin is not able to respond and so there are few

spin flips during the entire process. At the lowest order there is no flip and this gives rise to

37



-0.4 -0.2 0 0.2 0.4
w

d

0

2

4

6

Q
 (

 w
d)

τ
m
 = 25.0

τ
m
 = 50.0

τ
m
 = 100.0

Figure 2.12: Comparison of work-distributions for slow rates obtained from simulations and
from the analytic form. Solid lines show the analytic results.

theδ−functions peaks at±ǫ seen in the distribution. We now calculate the work-distribution

by looking at contributions from 0−spin flip and 1−spin flip processes. LetS(↑, τ0, τ) be the

probability that, given that the spin is↑ at timeτ0, it remains in the same state till timeτ. It

is easy to see thatS(↑, τ0, τ) satisfies the equation

∂S(↑, τ0, τ)
∂τ

= −e−ǫ f (τ)

Z
S(↑, τ0, τ) (2.16)

Solving we get, for the linear casef (τ) = τ/τm,

S(↑,0, τ) = e−
∫ τ

0
e
−ǫ τ
′
τm

Z(τ′) dτ′
= e

−τ
2 (cosh(

ǫτ

τm
))
τm
2ǫ (2.17)

Puttingτ = τm corresponds to the process for which the work done isw = −ǫ. Hence, since

the probability of the spin being initially in↑ state is 1/2, we get

Prob(w = −ǫ) = 1
2

e−
τm
2 [cosh(ǫ)]

τm
2ǫ (2.18)
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Proceeding in a similar fashion by starting with a↓ spin we get

Prob(w = ǫ) =
1
2

e
−τm

2 (cosh(ǫ))−
τm
2ǫ (2.19)

Next let us consider 1−spin flip processes which (for fast rates) are the major contributors to

the part of the distribution between the two peaks. LetS1(↑, τ)dτ be the probability that the

spin starts in the↑ state, flips once between timesτ to τ + dτ, and stays↓ till time τm. This

is given by

S1(↑, τ)dτ = S(↑,0, τ)(e−ǫτ/τm/Z)dτS(↓, τ, τm) (2.20)

The work done during such a process is given by

w = − ǫ
τm

(2τ − τm) (2.21)

Similarly the case where the spin starts from a↓ state gives

S1(↓, τ)dτ = S(↓,0, τ)(eǫτ/τm/Z)dτS(↑, τ, τm) (2.22)

and the work done in this case is

w =
ǫ

τm
(2τ − τm) (2.23)

Adding this two contributions and plugging in the form ofS(σ, τ0, τ) obtained earlier we get

the following contribution to the work-distribution:

Q1(w) =
τm

8ǫ
e
−(τm−w)

2 (
e
−ǫ
2 (cosh(ǫ)

τm
2ǫ )

cosh(ǫ−w
2 )

+
e
ǫ
2 (cosh(ǫ)

−τm
2ǫ )

cosh(ǫ+w
2 )

)

The full distribution is given by

Q(w) =
1
2

e−
τm
2 [cosh(ǫ)]

τm
2ǫ δ(w+ ǫ) +

1
2

e−
τm
2 [cosh(ǫ)]−

τm
2ǫ δ(w− ǫ) + Q1(w) (2.24)

for −ǫ < w < ǫ, and zero elsewhere. In Fig. (2.13) we show a comparison of this analytic

form with simulation results forτm = 0.01. The strengths of theδ−functions atw = ±ǫ are

accurately given by Eqs. (2.18), (2.19).
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Figure 2.13: Comparison of work-distribution for a fast rateobtained from simulation and
from the analytic form.

2.4.2 Field is taken around a cycle

(i) Slow case: τm >> 1

We again expect a Gaussian distribution and since∆F = 0 for a cyclic process, hence the

mean and variance of the distribution are related byσ2
w = 2〈w〉. As before we compute the

mean work to order 1/τm and find

〈w〉 = 4ǫ
τm

tanh(ǫ). (2.25)

In Fig. (2.14) we show the comparison of analytical and simulation results.

(ii) Fast case: τm << 1. In this case the work distribution gives aδ−function peak at the

origin for 0−spin flip processes. To find the probability of this, we solve Eq. (2.16) with f (τ)
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Figure 2.14: Comparison of work-distributions for slow rates obtained from simulations of
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for the cycle given by

f (τ) =
ǫ

τm
τ ,0 ≤ τ ≤ τm

f (τ) =
ǫ

τm
(2τm− τ) , τm ≤ τ ≤ 3τm

f (τ) =
ǫ

τm
(τ − 4τm) ,3τm ≤ τ ≤ 4τm

This has the solution

S(↑,0, τm) = e−2τm (2.26)

Adding up an equal contribution fromS(↓,0, τm), and since both initial conditions occur

with probability half, we finally get

Prob(w = 0) = e−2τm (2.27)

Next we look at the contribution of 1−spin flip processes. Let the spin flip occur between
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timesτ andτ + dτ. It is convenient to divide the total time 4τm into four equal intervals, the

dependence ofw on τ being different in each of the intervals. Thus if we start with the spin

initially in an ↑ state then we have

w = −2ǫτ
τm

,0 < τ < τm

=
2ǫ
τm

(τ − 2τm) , τm < τ < 2τm

=
2ǫ
τm

(2τm− τ) ,2τm < τ < 3τm

=
2ǫ
τm

(τ − 4τm) ,3τm < τ < 4τm.

The probabilities of each of these processes is again given by:

S1(↑, τ)dτ = S(↑,0, τ)(e−ǫ f (τ)/Z)dτS(↓, τ,4τm) (2.28)

Using the relations betweenw and τ and summing up the four different possibilities we
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finally get (for initial spin state↑)

Q↑1(w) =
τm

8ǫ
e−2τme

w
2 [(cosh(

w
2

))
τm
ǫ
−1 + (cosh(

w
2

))−
τm
ǫ
−1(cosh(ǫ))

2τm
ǫ ] (2.29)

for −1 < w < 1 and zero elsewhere. Note that the allowed range ofw is [−2,2] but single

spin-flip processes only contribute to work in the range [−1,1]. Similarly if we start with

spin state↓ we get

Q↓1(w) =
τm

8ǫ
e−2τme

w
2 [(cosh(

w
2

))−
τm
ǫ
−1 + (cosh(

w
2

))
τm
ǫ
−1(cosh(ǫ))−

2τm
ǫ ] (2.30)

for −1 < w < 1. The full work-distribution (contribution from 1−spin flip processes) is thus:

Q(w) = e−2τmδ(w) + Q↑1(w) + Q↓1(w) (2.31)

In Fig. (2.15) we compare the analytic and simulation results. The strength of theδ−function

atw = 0 is accurately given by Eq. (2.27).

2.5 Conclusions

We have computed probability distributions of the work donewhen a single spin, with

Markovian dynamics, is driven by a time-dependent magneticfield. We find that work fluc-

tuations are quite large (even for slow driving rates) and there is significant probability for

processes with negative dissipated work. For slow driving the number of spin flips during

the entire process is very large and the total work is effectively a sum of random variables.

Hence the distributions are Gaussian with widths proportional to the driving rate. On the

other hand for very fast driving the probability of flipping is low and we can compute the

work-distributions perturbatively from probabilities ofzero-flip, one-flip, etc. processes.

While the two special cases of slow and fast rates can be solved, we have not been able to

obtain a general solution valid for all rates even in this single particle problem. An exact

solution of this problem was recently obtained by Chvostaet al. [38, 39].

Recently [40], work distribution functions for a charged colloidal particle placed in a time-

dependent magnetic field has also been studied by Langevin equation approach. Where the
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work distributions were Gaussian. Distributions of work and heat in a driven double well

potential have been studied [41, 42] and also experimentally realised [43, 44], where non-

Gaussian work distributions have been obtained. This system resembles to the two state Ising

spin model discussed by us here.

We note that the problem of calculating the work-distribution is similar to that of calcu-

lating residence-time distributions in stochastic processes [43− 45]. In fact for the case in

Sec. (2.4.1) the work done is proportional to the average magnetization which is easily re-

lated to the residence time (time spin spends in↑ state). For stationary stochastic processes,

such as the random walk, the residence time distribution canbe obtained exactly. However

for non-stationary processes this becomes difficult and no exact solutions are available [47].

In our spin-problem too it appears that the non-stationarity of the process makes an exact

solution difficult.

For a system withN spins the total work done on the system is simply a sum of the work

done on each of the spins. For the case where the spins are non-interacting we thus get a

sum of N independent random variables. For largeN the distribution will be a Gaussian

with a mean that scales withN and variance asN1/2. For interacting spins the properties

of the work-distribution is an open problem. Especially of interest is the question as to

what happens as we cross the transition temperature. This has been studied by Chatelain

et al. [48], who found that the Jarzynki equality do hold in different temperature regions.

Finally we note that the large fluctuations in the area under ahysteresis curve should be

experimentally observable in nano-scale magnets.
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3 Simple models of heat pumps.

3.1 Introduction

The idea of constructing miniature versions of engines, motors and pumps has been an in-

teresting one. The earliest theoretical construct of such adevice is probably Feynman’s

ratchet and pawl model discussed in [49]. In this article Feynman uses this simple micro-

scopic model to demonstrate why a Maxwell’s demon cannot work. In the same article

he also shows how this model can be used to construct a microscopic heat engine and dis-

cusses its efficiency. There have been a number of recent detailed studies on the pawl-and-

ratchet model and some subtle flaws in Feynman’s original arguments have been pointed

out [48− 50,62,63,68,69]. A different class of ratchet models have also been studied in

[70− 77]. In these models Brownian particles, kept in an asymmetric periodic potential and

acted upon by periodic time-dependent forces, are found to exhibit directed motion. A num-

ber of variations of this model has been studied [78−82]. Among its applications it has been

proposed that this could provide a mechanism of transport ofmotors in biological cells [85].

Ratchet models which work on somewhat different principles are models of quantum

pumps which are recently being studied theoretically [84− 90] and have also been exper-

imentally realized [93, 94]. Since these pumps also work at zero temperature it appears that

noise is not an essential feature, which is unlike the case for usual ratchet models. Moti-

vated by the quantum particle pump model, Segal and Nitzan have proposed a model for a

heat pump [95]. In this model a molecule with two allowed energy levels interacts with two

heat reservoirs kept at different temperatures. The energy level difference is modulated in a

periodic way. Thus unlike the other particle pump models here only a single parameter is
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Figure 3.1: Schematic representation of the experimental assembly by Switkeset al. [93].

varied. An asymmetry is incorporated by taking reservoirs with different spectral properties

and different couplings to the molecule. This seems to lead to the desired pumping of heat

from the cold to the hot reservoir.

We will briefly discuss few of the experiments done on the quantum pump. One of the

first experiment was by Switkeset al. [93], who used the quantum pumping mechanism to

produce aDC current in response to the cyclic deformation of the confining potentials in an

open quantum dot. The assembly of the the experiment is as shown in the Fig. (3.1). Three

gates marked with red circles control conductance of point-contact leads that connect the

dot to electronic reservoirs. In this experiment two coupled quantum dots are separately in

contact with particle reservoirs which are at the same chemical potential. One appliesAC

gate voltagesVg1 = V0 cos(ωt) andVg2 = V0 cos(ωt + φ) to the two dots respectively. This

leads to a net flow of particle current between the two reservoirs whose sign depends on the

phaseφ. This can be seen in Fig. (3.2) where the voltage across the dot which is proportional

to the current is plotted as a function of phase differenceφ. A sinusoidal dependence onφ is

observed.

The physical picture of such processes can be understood as follows. In Fig. (3.3) we show
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Figure 3.2: Plot ofVdot(φ) as a function of phaseφ.

a schematic representation of the quantum pump model. Let the phase difference between

the voltages beφ = π/2. In step (a), a particle from right reservoir is trapped in a potential

well V2 = −V0, in the next step (b), V1 = −V0 andV2 = 0, so particle goes to the left hand side

well. In step (c), V2 = V0, hence particle cannot go back to the right hand side hence ithops

to left reservoir and in step (d), sinceV1 = V0, particle cannot hop back. Hence it can be seen

that a net charge is transferred from right to left bath, as the potentials vary periodically in

time. Also the direction of current depends upon the phase differenceφ. Another experiment

by Leeket al. [94] looked charge pumping across a carbon nanotube. The experimental set

up is as shown in the Fig. (3.4). A carbon nanotube is attachedto the surface of a quartz

crystal and connected to reservoirs ( source (S) and the drain (D)). A surface acoustic wave
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Figure 3.3: Two quantum dots in presence of oscillating voltages. Right hand figures show
the two potentials at different times in a cycle. A net charge is transferred in one
cycle.

was sent through the quartz crystal, and this produces travelling potential wells inside the

nanotubes. It was found that an electron current can be generated across the nanotube as a

function of the gate voltage. In this system, the transport of charge resembles the pumping

of water by an Archimedean screw ( see Fig. (3.5) ). In the Archimedean screw, due to the

chirality of the pump by rotating the handle water can be pumped to a higher level.
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Figure 3.4: Schematic representation of the experimental assembly by Leeket al. [94].

Figure 3.5: Archemedian screw.
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Figure 3.6: System of two Ising spins in contact with two heatbaths and are driven by exter-
nal time dependent magnetic fields.

Motivated by these quantum pump models, we examine classical models of heat pump

which have the same basic design. We consider two different models:

1. A spin system consisting of two Ising spins each driven by periodic magnetic fields

with a phase difference and connected to two heat reservoirs.

2. An oscillator system of two interacting particles drivenby periodic forces with a phase

difference and connected to two reservoirs.

In both cases we analyze the possibility of the models to workeither as pumps or as engines.

Our main result is that the spin system can work both as a pump and as an engine. On the

other hand the oscillator model fails to perform either function.

3.2 Spin System

Our first model consists of two Ising spins driven by time-dependent magnetic fieldshL(t)

andhR(t) respectively and each interacting with separate heat reservoirs, see Fig. (3.6). The
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Hamiltonian of the system is given by:

H = −Jσ1σ2 − hL(t)σ1 − hR(t)σ2 , σ1,2 = ±1, (3.1)

whereJ is the interaction energy between the spins. The magnetic fields have the forms

hL(t) = h0 cos(Ωt) andhR(t) = h0 cos(Ωt + φ). The interaction of each spin with the heat

baths is modeled by a stochastic dynamics. Here we assume that the time-evolution of the

spins is given by Glauber dynamics [96], generalized to the case of two heat baths, with

temperaturesTL andTR. Thus the Glauber spin flip rates for the two spins, arising from the

left and right reservoirs are respectively given by:

rL
σ1σ2
= r (1− γLσ1σ2) (1− νLσ1)

rR
σ1σ2
= r (1− γRσ1σ2) (1− νRσ2), (3.2)

where

γL,R = tanh(J/kBTL,R)

νL,R = tanh(hL,R/kBTL,R) (3.3)

andr is a rate constant. The master equation for evolution of the spin distribution function

P̂ = [P(+,+, t),P(−,+, t),P(+,−, t),P(−,−, t)]T is then given by:

∂P̂
∂t
= T P̂ , (3.4)

where

T =


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
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
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
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.

We defineQ̇L, Q̇R to be the rates (averaged over the probability ensemble) at which heat

is absorbed from the left and right baths respectively whileẆL, ẆR are the rates at which

work is done on the left and right spins by the external magnetic field. These can be readily
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expressed in terms of the spin distribution function and thevarious transition rates. Thus we

find:

Q̇L =
∑

σ1,σ2

P(σ1, σ2, t)r
L
σ1σ2
∆E1(σ1, σ2)

Q̇R =
∑

σ1,σ2

P(σ1, σ2, t)r
R
σ1σ2
∆E2(σ1, σ2)

ẆL = −〈σ1〉 ḣL = −ḣL

∑

σ1,σ2

σ1P(σ1, σ2, t)

ẆR = −〈σ2〉 ḣR = −ḣR

∑

σ1,σ2

σ2P(σ1, σ2, t) , (3.5)

where

∆E1 = 2 (Jσ1σ2 + hLσ1)

∆E2 = 2 (Jσ1σ2 + hRσ2) (3.6)

are the energy costs in flipping the first and second spin respectively. The average energy of

the system is given by

U = 〈H〉 =
∑

σ1,σ2

H(σ1, σ2, t) P(σ1, σ2, t). (3.7)

Differentiating Eq. (3.7) with respect to time, we get

U̇ =
∑

σ1,σ2

Ḣ(σ1, σ2, t) P(σ1, σ2, t) +
∑

σ1,σ2

H(σ1, σ2, t) Ṗ(σ1, σ2, t). (3.8)

Differentiating Eq. (3.1) with respect to time and using Eqs. (3.4) and (3.5) in Eq. (3.8), it is

easy to verify the energy conservation equation:

U̇ = Q̇L + Q̇R+ ẆL + ẆR. (3.9)

From Floquet’s theorem we expect probability distributionP̂, at long times to be periodic

with time periodτ = 2π/ω. We will be interested in the following time averaged rates of
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Figure 3.7: Plot of ˙qL, q̇R, ẇ versusφ with both baths at the same temperature. Inset shows
the currents for the case where the right bath is slightly colder.

heat exchanges and work done, evaluated in the steady state:

q̇L,R =
1
τ

∫ τ

0
Q̇L,R dt ,

ẇL,R =
1
τ

∫ τ

0
ẆL,R dt. (3.10)

We numerically solve the master equation Eq. (3.4) and then evaluate the various steady-

state energy exchange rates ˙qL,R andẇL,R. In all our numerical calculations we setr = 0.5

andJ/kB = 1 and all other quantities are measured in these units. In Fig. (3.7) we consider

the parameter valuesTL = TR = 0.5, h0 = 0.25, τ = 225 and plot ˙qL, q̇R andẇ = ẇL + ẇR

as functions of the phaseφ. It can be seen that, for certain values of the phase, both ˙qL and

q̇R are negative while ˙w is positive. Following our sign conventions, this means that all the

work from the external driving is getting dissipated into the two baths. More interestingly

we find that for certain values of the phase we can get ˙qL > 0 andq̇R < 0 which means that

there is heat flowfrom the left reservoirto the right reservoir. The direction of heat flow can

be reversed by changing the phase. From continuity arguments it is clear that this model can

also sustain heat flow against a small temperature gradient.Thus the inset of Fig. (3.7) shows
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Figure 3.8: Plot of ˙qL, q̇R, ẇ versusφ for parameter values chosen such that the model per-
forms as an engine.

the currents when the right reservoir is kept at a slightly lower temperatureTR = 0.499. In

the absence of any driving we would get a steady current ˙qL = −q̇R = 1.41× 10−4 from

the left to right reservoir. In the presence of driving and ata phase valueφ = 2.2 we get

q̇R = 3.674×10−4, q̇L = −1.025×10−3 which means that heat flowsoutof the cold reservoir.

Thus we see that our model can perform as a heat pump or a refrigerator. Similarly we find

that the model can also perform like an engine and convert heat to work. This can be seen in

Fig. (3.8) where we consider the parameter valuesTL = 1.0,TR = 0.1, h0 = 0.25, τ = 190.

In this case we find that for certain values ofφ we can have ˙w < 0 which means that work is

being done on the external force. For typical values of parameters that we have tried we find

that the efficiency of the engine is quite low. For example for Fig. (3.8) with φ = 0.7π, we

find η = |ẇ|/q̇L = 1.75× 10−2.

Finally in Fig. (3.9) we plot the time-dependent energy transfer rates given by Eq. (3.5)

for parameter values corresponding to the refrigerator andengine modes of operation. In

both cases the initial configuration was chosen withP(+,+, t = 0) = 1. At long times we
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Figure 3.9: Plot ofQ̇L, Q̇R, Ẇ as a function of time for parameters corresponding to pump
and engine (inset).

see that all quantities vary periodically with time with thesame periodτ as the driving force.

Fig. (3.9) corresponds to the parameter valuesTL = 0.5, TR = 0.499, h0 = 0.25, τ = 225

andφ = 2.2 while the inset corresponds to the engine parametersTL = 1.0, TR = 0.1, h0 =

0.25, τ = 190 andφ = 2.2.

3.3 Oscillator System

The second model of our engine consists of two particles which separately interact with two

reservoirs kept at different temperatures ( see Fig. (3.10)). The particles interact with each

other and are also driven by two external periodic forces with a phase difference. We consider

the system to be described by the Hamiltonian

H =
p2

1

2m
+

p2
2

2m
+

1
2

kx2
1 +

1
2

kx2
2 +

1
2

kc(x1 − x2)
2 − ( fL(t) x1 + fR(t) x2). (3.11)

The two particles are acted on by external periodic forces given by fL(t) = f0 cos(Ωt) and

fR(t) = f0 cos(Ωt+φ) respectively, whereφ is a phase difference. The effect of the heat baths
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Figure 3.10: System of two Brownian particles in contact withtwo heat baths and are driven
by external time dependent forces.

at temperaturesTL andTR is modeled by Langevin equations. Thus the equations of motion

are

mẍ1 = −(k+ kc)x1 + kcx2 − γẋ1 + ηL + fL(t) ,

mẍ2 = −(k+ kc)x2 + kcx1 − γẋ2 + ηR+ fR(t) ,

where the two noise terms are Gaussian and uncorrelated and satisfy the usual fluctuation-

dissipation relations〈ηL,R(t)ηL,R(t′)〉 = 2kBTL,Rγδ(t− t′). Multiplying the two equations above

by ẋ1 and ẋ2 respectively and adding them up we get:

Ḣ = (−γẋ1 + ηL)ẋ1 + (−γẋ2 + ηR)ẋ2 − ḟL(t)x1 − ḟR(t)x2, (3.12)

which has the obvious interpretation of an energy conservation equation. Averaging over

noise we get

U̇ = Q̇L + Q̇R+ ẆL + ẆR, (3.13)
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where the various energy exchange rates have the same interpretations as in the previous

discussion and are given by,

Q̇L = 〈(−γẋ1 + ηL)ẋ1〉 ,

Q̇R = 〈(−γẋ2 + ηR)ẋ2〉 ,

ẆL = −〈 ḟLx1〉 ,

ẆR = −〈 ḟRx2〉. (3.14)

As before we define the average energy transfer rates in the steady state ˙qL, q̇R, ẇL, ẇR. The

present model being linear, it is straightforward to exactly compute these as we now show.

We first obtain the steady-state solutions of the equations of motion. We write the equa-

tions of motion in the following matrix form:

MẊ = −ΦX − ΓẊ + η(t) + f (t), (3.15)

whereX = [x1, x2]T , η = [ηL, ηR]T , f = [ f0 cos(Ωt), f0 cos(Ωt + φ)]T , M andΓ are diagonal

matrices with diagonal elementsm andγ respectively andΦ is the force constant matrix.

The steady state solution of this equation is:

X(t) = XN(t) + XD(t) ,

where XN(t) =
∫ ∞

−∞
dωe−iωtG(ω)η̃(ω) ,

XD(t) = Re[G(Ω) f̃ e−iΩt] ,

with G(ω) = [Φ − ω2M + iωΓ]−1 , (3.16)

and η̃ =
∫ ∞
−∞ dωe−iωt η(t), f̃ = {1,e−iφ}T . It is easy to see that the matrixG(ω) has two

independent elements and we denote them as,

A(ω) = G11 = G22 = [k+ kc −mω2 − iγω]/[(k+ kc −mω2 − iγω)2 − k2
c]

B(ω) = G12 = G21 = kc/[(k+ kc −mω2 − iγω)2 − k2
c]. (3.17)

Using the above solution in Eq. (3.16), and after some bit of algebraic simplifications, we
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obtain the following results:

q̇L = −
f 2
0Ω

2
[ AI (Ω) + BI (Ω) cos(φ) + D(Ω) sin(φ) ] +

kBγk2
c(TL − TR)

2(mk2
c + (k+ kc)γ2)

,

q̇R = −
f 2
0Ω

2
[ AI (Ω) + BI (Ω) cos(φ) − D(Ω) sin(φ) ] +

kBγk2
c(TR− TL)

2(mk2
c + (k+ kc)γ2)

,

ẇL =
f 2
0Ω

2
[ AI (Ω) + BI (Ω) cos(φ) − BR(Ω) sin(φ) ] ,

ẇR =
f 2
0Ω

2
[ AI (Ω) + BI (Ω) cos(φ) + BR(Ω) sin(φ) ], (3.18)

whereAR, AI , BR, BI are the real and imaginary parts ofA andB respectively andD(Ω) =

2γ2Ω2kc/Z(Ω) whereZ(Ω) = |(k+kc−mΩ2− iγΩ)2−k2
c|2. From the expressions in Eq. (3.18)

it is clear that the heat transfer rates can be separated intodeterministic parts (depending on

the driving strengthf0) and noise parts (dependent on temperature of the two reservoirs). The

work terms are temperature independent. We now note that thedeterministic parts of ˙qL and

q̇R, are both negative. This can be shown by using the facts thatAI ≥ 0 andA2
I − B2

I − D2 =

γ2Ω2[(k + kc − mΩ2)2 + γ2Ω2 − k2
c]

2/Z2 ≥ 0. This means that forTL > TR, we always get

q̇R < 0 and hence we can never have heat transfer from the cold to thehot reservoir. Thus this

cannotwork as a heat pump. Also we note that while ˙wL andẇR can individually be negative,

the total work done ˙wL+ẇR is always positive. This means that this modelcannotwork as an

engine either. These conclusions remain unchanged even if we define work aṡWL = 〈 fL ẋ1〉,

ẆR = 〈 fRẋ2〉. In Fig. (3.11) we plot the dependence of the rates of heat transfer and work

done in the system on the phase differenceφ. The figures correspond to the parameter values

k = 2, kc = 3, m = 1, f0 = 1, γ = 1 andTL = TR = T. The plots are independent of

the temperatureT. Note that the only effect of the driving is to pump in energy which is

asymmetrically distributed between the two reservoirs. The asymmetric energy transfer into

the baths is an interesting effect considering that there is no inbuilt directional asymmetry in

the system.

In this model the heat baths and the external driving seem to act independently on the

system. It is clear that the linearity of the model leads to this separability of the effects of the

driving and noise forces and this could be the reason that themodel is not able to function as a
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Figure 3.11: Plots of heat transfer and work done as a function of phase differenceφ in the
two particle model. HereΩ = 2π/3.

heat pump. Hence it is important to consider the effect of non-linearity. We have numerically

studied the effect of including a nonlinear part of the formα[x4
1 + x4

2 + (x1 − x2)4]/4, in the

oscillator Hamiltonian. From simulations with a large range of parameter values we find that

the basic conclusions remain unchanged and the model does not work either as a pump or

as an engine. In Fig. (3.12) we show some typical results and see that here also even though

two workswL andwR become negative, still total work done is always positive. Similarly

heat transferred is always negative. In Fig. (3.13) we plot the total work done on the system,

due to non-linearity we find that this work done now depends onthe temperature unlike the

linear model.
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Figure 3.12: Plots of heat transfer and work done as a function of phase differenceφ in the
two particle model with non-linearity. HereΩ = 2π/3 and other parameters
same as in Fig. (3.11).
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Figure 3.13: Plots of total work done as a function of frequencyΩ in the two particle model
with non-linearity. Hereφ = π/2 and other parameters same as in Fig. (3.11).
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3.4 Conclusions

In conclusion, we have studied two models which have the sameingredients as those on

which recent models of quantum pumps have been constructed.We find that the first model

performs as a heat pump to transfer heat from a cold to a hot reservoir. Thus pumping is not

an essentially quantum-mechanical phenomena. Also our model performs as an engine to

do work on the driving force. It is useful to compare our modelwith the other well-studied

microscopic model of a engine, namely the Feynman ratchet and pawl. Recent detailed

studies have shown that this model can function both as an engine and as a refrigerator

[53, 54]. One difference of this model from ours is that there is no periodic external driving.

However this also means that in order for the model to work in acyclic way, at least one of

the degrees of freedom has to be a periodic (or angular) variable. This may not always be a

desirable feature in realistic models. Surprisingly our second model, though apparently built

on the same principles, fails to perform either as a pump or asan engine. We have also tried

the double well potential of type,−1
2 kx2

1 +
1
4 αx4

1 − 1
2 kx2

2 +
1
4 αx4

2, which resembles the two

levels ( in spin case ). Though we have tried large range of parameter values, still it is not

clear as to what are the necessary conditions for the pump model to work.

The important difference between microscopic models of heat engines, such as those stud-

ied here, and usual thermodynamic heat engines is that here the effects of thermal fluctuations

are important. A second difference is that here the system is simultaneously in contact with

both the cold and hot baths. The understanding of these microscopic models requires the

use of non-equilibrium statistical mechanics and there arecurrently no general principles as

in classical thermodynamics. It is clear that further studies are necessary to understand the

pumping mechanism in simple models of molecular pumps and this can perhaps lead to more

realistic and practical models of molecular pumps and engines.
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4 Particle pump with symmetric
exclusion process.

4.1 Introduction

The symmetric exclusion process (SEP) is one of the simplestand well studied models of a

stochastic interacting particle system. In this model which can be defined on ad-dimensional

hypercubic lattice, particles move diffusively while satisfying the hardcore constraint that

two particles cannot be on the same site. A number of exact results have been obtained for

this model, particularly in one dimension [95− 97]. If the model is defined on a ring and

conserves the total density, the system obeys the equilibrium condition of detailed balance

in the steady state and thus does not support any net current.A lot of attention has also been

given to non-equilibrium steady states of driven SEP in which the particles can enter or leave

the bulk at the boundaries. For this model, the time-dependent correlation functions [100]

and dynamical exponents have been obtained using the equivalence of the transition matrix

(W-matrix) to the Heisenberg model [101]. Recently, large deviation functional and current

fluctuations have also been calculated for the driven SEP [100− 102]. Experimentally it has

been shown that SEP can be used to model the diffusion of colloidal particles in narrow pores

[103− 108].

Here we study the SEP for the case where hopping rates are time-dependent. This is

one of the few studies of a many-particle interacting stochastic model with time-dependent

transition rates and as we demonstrate shows a lot of interesting behaviour. The initial mo-

tivation for this study comes from quantum pump models discussed in the previous chapter

[85,88,90− 92,109− 117]. We saw there that classical heat pumps could be built onsimi-
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lar principles. Here we investigate the question whether, by using similar driving protocols,

particle pumping can be achieved in a classical stochastic model.

Classical pumping of particles in time-dependent stochastic models of non-interacting par-

ticles has earlier been studied [118−120] and seen in experiments [123]. Systems exhibiting

pumping effect have often been modeled as Brownian ratchets in which non-interacting par-

ticles move in an external periodic potential and we have discussed various such models in

chapter (1). Our model differs from such models in that here we are dealing with a many body

particle system with interactions, and particle interactions seem necessary for the pumping

effect.

We have studied the time-dependent SEP by simulations and also analytically by using

perturbation theory. The first perturbation uses the driving amplitude as the small parameter.

The other uses the inverse of driving frequency as a small parameter. Within this perturbative

approach, we are able to obtain exact expressions for various physical quantities, and find

very good agreement with simulation results. The most interesting result is that in the model

with time-dependent rates at all sites, aDC current of order unity can be obtained. We note

that the hopping rates though time-dependent, are still symmetric and hence our result is

surprising.

4.2 Definition of Model

The model is defined on a ring withL sites ( see Fig. (4.1)). A sitel = 1,2,3, ...L can be

occupied bynl = 0 or 1 particle and the system contains a total ofN = ρL particles where

ρ is the total density. A particle at sitel hops to an empty site either on the left or right with

equal rates given by:

ul = f0 + f1vl

where vl = αl sin(ωt + φl) = νle
iωt + ν∗l e

−iωt . (4.1)

Here the site-dependent complex amplitudes are defined byνl = αl eiφl/2i with αl as a real

amplitude andf1 is chosen such that all hopping rates are positive.
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Figure 4.1: Schematic representation of the SEP model with periodic boundary conditions
where a particle hops to next or previous unoccupied site with equal rates. Blue
and white colors denote occupied and unoccupied sites respectively. For example
particle at site 2 can hop to site 1 or 3 with equal probabilitywhere as particle
at site 5 can hop to the previous site but not to the next site inthis particular
configuration.

A configuration of the system can be specified by the set{nl}, l = 1,2, ...L. Let us define

P(t) as the probability vector in the configuration space, with elementsP(C, t) giving the

probability of the system being in the configurationC = {nl} at timet. Then the stochastic

dynamics of the many particle system is described by the master equation:

dP(t)
dt
=W(t) P(t) =W0 P(t) +W1(t) P(t) (4.2)

whereW is the transition matrix, which we have split into a time-independent and a time-

dependent part. One can also consider the time-evolution equations form-point equal-time

correlation functionsCl1,l2,l3,....,lm(t) = 〈nl1...nlm〉 =
∑

{nl } nl1...nlmP({nl}, t). Thus, for example,

the densityρl(t) = 〈nl〉 and the two-point correlation functionCl,m(t) satisfy the following
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equations:

∂ρl

∂t
+ 2ulρl − ul−1ρl−1 − ul+1ρl+1 = ul(Cl−1,l +Cl,l+1) − ul+1Cl,l+1 − ul−1Cl−1,l (4.3)

∂Cl,m

∂t
+ 2( ul + um )Cl,m− ul−1 Cl−1,m− ul+1 Cl+1,m− um−1 Cl,m−1 − um+1 Cl,m+1

= ul ( Cl−1,l,m+Cl,l+1,m ) + um ( Cl,m−1,m +Cl,m,m+1 ) − ul−1 Cl−1,l,m− ul+1 Cl,l+1,m

−um−1 Cl,m−1,m− um+1 Cl,m,m+1, for |l −m| , 1

∂Cl,l+1

∂t
+ ( ul + ul+1 )Cl,l+1 − ul−1 Cl−1,l+1 − ul+2 Cl,l+2

= ul Cl−1,l,m+ ul+1 Cl,l+1,l+2 − ul−1 Cl−1,l,l+1 − ul+2 Cl,l+1,l+2 . (4.4)

From Floquet’s theorem [124], it is expected that the long time state of the system ( as-

sumed to be unique ) will be periodic in time with periodT = 2π/ω. Here we will be mainly

interested in theDC currentJ̄ defined as

J̄l =
1
T

∫ T

0
Jl,l+1(t) dt, (4.5)

where the currentJl,l+1 in a bond connecting sitesl andl + 1 is given by

Jl,l+1 = ul(ρl −Cl,l+1) − ul+1(ρl+1 −Cl,l+1) (4.6)

and the local densityρl = 〈nl〉. From the periodicity of the state and particle conservation, it

follows that theDC current is uniform in space and therefore, using Eq. (4.6), we can write

for theDC current:

J̄ =
1

LT

∫ T

0

L
∑

l=1

Jl,l+1(t) dt (4.7)

=
f1

LT

∫ T

0

L
∑

l=1

(vl+1 − vl)Cl,l+1 dt (4.8)

Thus, to find theDC current, we need to compute 2-point correlation functionCl,l+1(t). In

this chapter, we will first develop a perturbation theory, for generalvl, and then apply it to

some special cases.

Note that for f1 = 0, the above model reduces to the homogeneous SEP with periodic
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boundary conditions whose properties are known exactly. Inthis case the steady state is an

equilibrium state which obeys detailed balance and hence the average current is zero (This

result holds even when theul ’s are site dependent, but time independent). In the steady state,

all configurations are equally probable i.e.P(C) = 1/
(

L
N

)

when f1 = 0. Then one can show

that the density and correlation functions for the homogeneous SEP are given by:

ρ
(0)
l = ρ =

N
L

C(0)
l1,l2
= ρ

(N − 1)
(L − 1)

C(0)
l1,l2,l3,....,lm

=

(

L −m
N −m

)

/

(

L
N

)

. (4.9)

4.3 Perturbation theory in f1

For f1 , 0, the knowledge of the exact steady state of homogeneous SEPenables us to set

up a perturbation expansion inf1 of various observables. We now describe this perturbation

theory within which we calculate an expression forDC currentJ̄ in the bulk of the system.

A similar perturbation technique was developed for a two-state system in [125]. We expand

various quantities of interest withf1 as the perturbation parameter about the homogeneous

steady state corresponding tof1 = 0. Thus we write

ρl(t) = 〈nl(t)〉 = ρ +
∞
∑

r=1

f r
1ρ

(r)
l (t) (4.10)

Cl,m(t) = 〈nl(t)nm(t)〉 = C(0)
l,m+

∞
∑

r=1

f r
1C(r)

l,m(t) , (4.11)

and similar expressions for higher correlations. Pluggingin Eq. (4.11) into Eq. (4.8), we find

that the lowest order contribution tōJ is atO( f 2
1 ) and given by:

J̄(2) =
f 2
1

T L

∫ T

0

L
∑

l=1

( vl − vl+1 ) C(1)
l,l+1 dt . (4.12)

To develop our perturbation theory and findingC(1)
l,m’s, we start with the time evolution equa-

tion for densityρl(t) which is given by Eq. (4.3). Plugging in the expansions in Eqs. (4.10)
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and (4.11), we get the following equation for the densityρ(r)
l at r th order:

∂ρ
(r)
l

∂t
− f0∆lρ

(r)
l + 2vlρ

(r−1)
l − vl−1ρ

(r−1)
l−1 − vl+1ρ

(r−1)
l+1

= vl(C
(r−1)
l−1,l +C(r−1)

l,l+1 ) − vl−1C
(r−1)
l−1,l − vl+1C

(r−1)
l,l+1 , (4.13)

where∆lgl = gl+1 − 2gl + gl−1 defines the discrete Laplacian operator. Thus the density atr th

order is obtainable in terms of density and two point correlation function at (r − 1)th order.

We check that at the zeroth order, we obtain the homogeneous SEP for which the density

and all equal time correlations are given by Eq. (4.9). At first order, the above equation then

gives:

∂ρ
(1)
l

∂t
− f0∆lρ

(1)
l = r0∆lvl , (4.14)

wherer0 = ρ −C(0)
l,m. The solution for this equation is the sum of a homogeneous part which

depends on initial conditions and a particular integral. Atlong times the homogeneous part

vanishes while the particular integral has the following asymptotic form:

ρ
(1)
l (t) = A(1)

l eiωt + A∗(1)
l e−iωt. (4.15)

Substituting Eq. (4.15) in Eq. (4.14) we obtain the following equation for{A(1)
l }:

(iω + 2 f0)A
(1)
l − f0A(1)

l−1 − f0A(1)
l+1 = r0(νl+1 − 2νl + νl−1) . (4.16)

This can be written in matrix form as:

Ẑ(ω) A = −r0 B̂Φ, (4.17)

where

Zlm = − f0 δl,m+1 + ( iω + 2 f0 ) δl,m− f0 δl,m−1

Blm = −δl,m+1 + 2 δl,m− δl,m−1

A = {A(1)
1 ,A

(1)
2 , ....,A

(1)
L }T ,Φ = {ν1, ν2, ...., νL}T , (4.18)
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and periodic boundary conditions are implicitly taken. Theabove equation can be solved for

A and we get:

A = −r0 Ĝ(ω) B̂Φ, (4.19)

whereĜ(ω) = Ẑ−1(ω). Both Ĝ(ω) and B̂ are cyclic matrices and so can be diagonal-

ized simultaneously. The eigenvalues ofẐ(ω) are iω + 4 f0 sin2(pπ/L), while that ofB̂ are

4 sin2(pπ/L) with p = 1,2, ..., L, and eigenvector elements areei2πpl/L/L1/2. HenceA(1)
l can

be written as:

A(1)
l = −

4r0

L

L
∑

m=1

L
∑

p=1

e−i 2πp(l−m)
L sin2(pπ/L)

iω + 4 f0 sin2(pπ/L)
νm, (4.20)

which in the largeL limit gives:

A(1)
l = −

r0

f0
νl +

ir 0ω

f 2
0

1
z+ − z−

L
∑

m=1

[ z|m−l|
− + zL−|m−l|

− ] νm, (4.21)

where,z− = y/2− [(y/2)2 − 1]1/2, z+ = 1/z− andy = 2+ (iω/ f0).

To compute theO( f 2
1 ) contribution toJ̄, we need to evaluateC(1)

l,m, which we now proceed

to obtain. Inserting the perturbation series in Eqs. (4.10)and (4.11) into Eq. (4.4) we get the

following equation for the correlationC(r)
l,m at r th order for|m− l| , 1:

∂C(r)
l,m

∂t
− f0 ( ∆l + ∆m ) C(r)

l,m+ 2vl C(r−1)
l,m − vl−1 C(r−1)

l−1,m− vl+1 C(r−1)
l+1,m

+ 2vm C(r−1)
l,m − vm−1 C(r−1)

l,m−1 − vm+1 C(r−1)
l,m+1

= vl ( C(r−1)
l−1,l,m+C(r−1)

l,l+1,m ) + vm ( C(r−1)
l,m−1,m+C(r−1)

l,m,m+1 )

− vl−1 C(r−1)
l−1,l,m− vl+1 C(r−1)

l,l+1,m− vm−1 C(r−1)
l,m−1,m− vm+1 C(r−1)

l,m,m+1,

while for m= l + 1 :
∂C(r)

l,l+1

∂t
+ f0 ( 2C(r)

l,l+1 −C(r)
l−1,l+1 −C(r)

l,l+2 )

= vl+2 ( C(r−1)
l,l+2 − C(r−1)

l,l+1,l+2 ) + vl−1 ( C(r−1)
l−1,l+1 − C(r−1)

l−1,l,l+1 )

− vl ( C(r−1)
l,l+1 − C(r−1)

l−1,l,l+1 ) − vl+1 ( C(r−1)
l,l+1 − C(r−1)

l,l+1,l+2 ). (4.22)
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At first order we get:

∂C(1)
l,m

∂t
− f0(∆l + ∆m)C(1)

l,m = k0(∆lvl + ∆mvm) ,

∂C(1)
l,l+1

∂t
+ f0

(

2C(1)
l,l+1 −C(1)

l−1,l+1 −C(1)
l,l+2

)

= k0(vl−1 + vl+2 − vl − vl+1), (4.23)

wherek0 = C(0)
l1,l2
−C(0)

l1,l2,l3
and these are known from Eq. (4.9). The computation of even the

homogeneous solution of the above set of equations is in general a nontrivial task because of

the form of the equations involving nearest neighbor indices and requires a Bethe ansatz or

dynamic product ansatz [99, 100]. However it turns out that the long time solution can still

be found exactly and is given by:

C(1)
l,m(t) =

k0

r0
[ρ(1)

l (t) + ρ(1)
m (t)] = A(1)

l,meiωt + A∗(1)
l,m e−iωt , (4.24)

whereA(1)
l,m = (k0/r0)(A

(1)
l + A(1)

m ). It is easily verified that this satisfies Eq. (4.23) for alll,m.

To determine whether the system indeed has a product measurerequires a more detailed

analysis of the higher order terms in the perturbation series and higher correlations. We have

verified that, at first order in perturbation theory, all correlation functions in fact have the

same structure as the two-point correlation function in Eq.(4.24).

We now plug the solution in Eq. (4.24) into Eq. (4.12) for the average current in the system

and after some simplifications obtain:

J̄(2) = −
f 2
1

L
k0

r0

L
∑

l=1

( A∗(1)
l+1 νl + A(1)

l+1ν
∗
l − A∗(1)

l νl+1 − A(1)
l ν
∗
l+1 ) , (4.25)

with A(1)
l given by Eq. (4.21). For any given choice of the ratesνl, this general expression

can be used to explicitly evaluate the netDC current in the system.

We now consider two special choices of the rates{νl}.

(i) The choiceα1 = αL = 1, all otherαl = 0, andφ1 = 0, φL = φ corresponds to the two-site

pumping problem. In the limit of largeL, this gives:

J̄(2) =

(

f1
f0

)2 k0ω sinφ
L

Re[z−]. (4.26)
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Figure 4.2: Plot of current̄J versus the phase differenceφ. For parameters as in Fig. (4.4).
The solid lines are from the perturbation theory.

Writing z+ = reiη, we find that forω ≪ ω∗ = 2 f0, the magnituder ≈ 1 +
√
ω/ω∗ and the

angleη ≈
√
ω/ω∗. In the opposite limit,r ≈ 2ω/ω∗ andη ≈ π/2− ω∗/ω. Usingz+ = 1/z−,

we find that the current has the scaling form:

J̄(2) =
f 2
1 k0 sinφ

f0L
G

(

ω

2 f0

)

, (4.27)

where the scaling functionG(x) = 2x for x≪ 1 and 1/x for x≫ 1. We summarize the most

interesting features of the above result. These are: (1) ADC current J̄ is obtained, which

decays with system sizeL as J̄ ∼ 1/L. (2) TheDC current J̄ depends sinusoidally on the

phase difference between rates at two sites. (3) The dependence ofJ̄ on driving frequency

ω shows a peak at a frequencyω∗ with J̄ → 1/ω asω → ∞ and J̄ → ω asω → 0.

The latter result means that a finite number of particles are circulated even in the adiabatic

limit. We discuss this point in detail in Sec. (4.5). We have performed direct numerical

simulations of the time-dependent SEP and compared them with our analytic results. We

plot J̄ versus phase differenceφ and driving frequencyω in Figs. (4.2) and (4.3) respectively.
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Figure 4.3: Plot of currentJ̄ versus driving frequencyω for the same parameters as in
Fig. (4.4). Solid lines are from perturbation theory.
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Figure 4.4: Plot ofDC densityρ̄l across the ring forf0 = 0.3, f1 = 0.2,ω = 0.2π andφ = π/2
at half filling for two system sizes obtained from simulations. Inset:DC current
( from simulations )J̄ ∼ 1/L as shown by solid line of slope−1.
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Figure 4.5: Plot of time-dependent densities at the four sites of aL = 4 lattice. In the initial
configuration, sites 1 and 2 have one particle each and other sites are empty.
The averages over one time period give: ¯ρ1 = 0.503493, ρ̄2 = 0.498702, ρ̄3 =

0.497417, ρ̄4 = 0.500388 andJ̄ = 0.000514. The points show the curveρ +
f1ρ

(1)
1 + f 2

1ρ
(2)
1 . [Parameters:f0 = 0.4, f1 = 0.1, φ = π/2 andω = 0.2π].

In the simulations we have also looked at the steady state density profiles. The results from

simulation are shown in Fig. (4.4). The linear profile is expected since in the bulk of the

system we haveJ = −∇ρ. From Eq. (4.15) it is clear that at first order correction,DC part

ρ̄
(1)
l vanishes. Hence, we need to look at the higher order contribution, namelyρ(2)

l (t). This

can be found exactly and has the form:

ρ
(2)
l (t) = ρ̄(2)

l + A(2)
l ei2ω t + A∗(2)

l e−i2ω t. (4.28)

The general expression for theDC part is given by:

ρ̄
(2)
l = bl + h , l = 2, ..., L − 1

ρ̄
(2)
1 = b+ h+

2
f0

Re[ν∗1(A
(1)
1,2 − A(1)

1 )]

ρ̄
(2)
L = bL+ h+

2
f0

Re[ν∗L(A(1)
L−1,L − A(1)

L )] , (4.29)
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where the slopeb of the linear density profile is given by

b =
2

L f0
Re[ν∗1(A

(1)
1,2 − A(1)

1,L) + ν∗L(A(1)
1,L − A(1)

L−1,L)] , (4.30)

and the intercepth can be found using the particle conservation condition
∑

l ρ
(2)
l = 0. This

agrees with the form seen in results in Fig. (4.4). Finally inFig. (4.5) we plot the densityρl(t)

as a function of time forL = 4 andN = 2 problem, which can be exactly solved numerically.

As can be seen, the results from the perturbation theory match very well with the exact ones.

We also note that̄J is independent off0 for largex. This can be seen by writing the master

equation as:

dP
d(ωt)

=
f0
ω

W0P(t) +
f1
ω

W1P(t) . (4.31)

Forω ≫ f0, the first term on the right hand side can be neglected thus giving the probability

distribution to be a function off1/ω.

(ii) The second case we consider is one whereαl = 1 at all sites andφl = ql, whereq = 2πs/L

with s= 1,2...L/2, so that there is a constant phase differenceq between successive sites. In

this case,A(1)
l ’s given by Eq. (4.20), evaluated at largeL gives:

A(1)
l =

ir 0

2 f0
eiqla (4.32)

where a =
1− cosq

y/2− cosq

and from Eq. (4.25) we get for the average current:

J̄(2) = −
f 2
1 k0

f0
sinq Im[a]

=
2 f 2

1 k0 ω sinq (1− cosq)

[ ω2 + 4 f 2
0 (1− cosq)2 ]

. (4.33)

Thus we see that for most values ofq we get a finite current, even in the limitL → ∞. For

q ∼ 1/L andq ∼ π− 1/L, the current goes to zero for large system size asJ̄ ∼ L−3. From the

current expression in Eq. (4.33), we can find out the valueq = q∗, at which the current is a
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maximum. By differentiating Eq. (4.33) with respect toq we get:

cos(q∗) = (1+ Ω2) −
√

(1+ Ω2)2 − (1−Ω2), (4.34)

whereΩ = ω/2 f0. It turns out that for largeω the maximum is atq∗ = 2π/3, while for small

frequencies we getq∗ ∼
√
ω. Also we find from Eq. (4.33) that in the adiabatic and fast drive

limits, the currents are respectively given by:

J̄(2)



















=
f 2
1 k0

2 f 2
0

cot(q/2)ω ω/ f0 << (1− cosq)

= 2 f 2
1 k0 sinq(1− cosq) 1

ω
ω/ f0 >> 1 .

(4.35)

The perturbation theory results turn out to be quite accurate, as can be seen from the

comparisons with simulation results, shown in Figs. (4.6) and (4.7), for different choices of

q namelyq = π/2 andq = 2π/L, for case (ii) discussed above. In these figures we have

plotted the current for different system sizes and verify thēJ ∼ L0 dependence and̄J ∼ L−3

dependence for these twoq’s. Using the expression fork0 in Eqs. (4.26, 4.33), we find that

J̄(2) ∼ ρ2(1− ρ) which has a maximum atρ∗ = 2/3 and breaks particle-hole symmetry. This

particle-hole asymmetry can be understood easily. From thedefinition of the model we see

that, unlike the particles, the hopping rates of a hole are not symmetric: a hole at sitel hops

towards right with rateul+1 and left withul−1. In Fig. (4.8) we have plotted simulation results

for the average current as a function of particle density, for different system sizes, and find

good agreement with our perturbative result, even at a relatively large value off1/ f0.

In simulations we have looked at the density profiles and find that the site wise density

profile ρ̄l in case (ii) is flat. This is unlike in case (i), where we found high densities at

the two special sites and then a linear density profile in the bulk ( see Fig. (4.4) ). The flat

density profile, for case (ii), is understood because here there are no specialpumpingsites. It

is interesting that we can get current in the system even in the absence of Fick’s law. We also

note that even if the hop-out rates are made biased in one direction, like in the asymmetric

exclusion process (ASEP), we can still get a current opposing this bias (for small biases).
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Figure 4.6: Plot ofDC current J̄ versus system sizeL for parametersf0 = 0.5, f1 = 0.1,
ω = 0.2π and forq = π/2. Continuous line from perturbation theory and dotted
line from simulations.J̄ goes to a constant value can also be seen from Eq. (4.33)
for this phase difference.
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Figure 4.7: Log-log plot ofDC current J̄ ( dotted line from Eq. (4.33), numerical values )
versus system sizeL for q = 2π/L. The current decays as 1/L3 (continuous line)
as predicted by Eq. (4.33). Parameter values aref0 = 0.5, f1 = 0.4,ω = 0.2π.

75



0 0.2 0.4 0.6 0.8 1
ρ

0

0.005

0.01

0.015

0.02

0.025

0.03

J

L=16, simulation
L=16
L=32, simulation
L=32
L=64, simulation
L=64

Figure 4.8: Plot ofDC currentJ̄ versus densityρ = N/L for parametersf0 = 0.5, f1 = 0.4,
ω = 0.2π andφl = πl/2 for system sizesL = 16,32 and 64. Both the results
from simulations (symbols connected by dotted lines) and from the perturbation
theory (lines) are plotted.

4.4 Perturbation theory in 1/ω

In this section, we find theDC current within sudden approximation following the procedure

of [126]. Callingθ = ωt, the master equation Eq. (4.2) can be rewritten as

dP(θ)
dθ
=

1
ω

[W0 +W1(θ)] P(θ) (4.36)

which can be expanded in powers of 1/ω by usingP(θ) =
∑∞

n=0ω
−nP(n)(θ) to give

dP(0)

dθ
= 0 (4.37)

dP(1)(θ)
dθ

−W1(θ)P(0) = W0P(0) (4.38)

and so on. From the zeroth order equation, we see thatP(0) is independent ofθ. In fact, for

ω → ∞, we expect the system to behave as the unperturbed homogeneous SEP for which

W0P(0) = 0 is satisfied and as discussed in Section 4.2, all the elements of the vectorP(0) are

known. Using this fact, the first order correctionP(1) can be found by integrating Eq. (4.38)
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overθ. Following steps as those leading to Eq. (4.12), we now get anaverage current,̄Js, at

orderO(1/ω). This is given by:

J̄(1)
s =

f1
2πωL

∫ 2π

0
dθ

L
∑

l=1

(vl+1 − vl)C
[1]
l,l+1 (4.39)

where we have expanded the nearest neighbor correlation function Cl,l+1 =
∑∞

n=0ω
−nC[n]

l,l+1

in powers of 1/ω and again use the expression forC[0]
l,l+1 = C(0)

l,l+1 given by Eq. (4.9). The

first order correction to correlation function can be obtained by perturbatively expanding

Eq. (4.4) and obeys the following simple equation:

dC[1]
l,l+1

dθ
= f1k0 (vl+2 + vl−1 − vl − vl+1) . (4.40)

We now again discuss the two special choices of ratesvl, discussed in the previous section.

(i) In this case, only two sites have time-dependent hopping rates. Solving the equations

above for the correlation function, we get:

C[1]
1,2 = f1k0(cos(θ) − cos(θ + φ)) + c1,2 (4.41)

C[1]
L−1,L = − f1k0(cos(θ) − cos(θ + φ)) + cL−1,L (4.42)

C[1]
L,1 = f1k0(cos(θ) + cos(θ + φ)) + cL,1 (4.43)

wherec’s are constant of integration (which do not contribute to current). Using the above

equations in the expression for̄J(1)
s , we finally obtain

J̄(1)
s =

2 f 2
1 k0 sinφ

ωL
. (4.44)

Thus, we find that to leading order in 1/ω (and arbitraryf1), theDC current is the same as

the one obtained by taking largeω limit in the current expression Eq. (4.27) obtained from

the f1 expansion.

(ii) In this case withαl = 1 at all sites, the equations for the first order correlation functions

can be solved for arbitrary phasesφl, and we get:

C[1]
l,l+1 = k0 f1

[

cos(θ + φl) + cos(θ + φl+1) − cos(θ + φl−1) cos(θ + φl+2)
]

. (4.45)
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Using these in the current expression and after some simplifications, we get:

J̄(1)
s =

k0 f 2
1

ωL

L
∑

l=1

[

2 sin(φl+1 − φl) − sin(φl+1 − φl−1)
]

. (4.46)

Note that the above expression depends on the phase difference between nearest and next

nearest neighbor sites. Forφl = ql, we recover the result stated in the second line of

Eq. (4.35).

4.5 Adiabatic calculation

We now discuss an adiabatic calculation similar to that of Astumian for a two state model

[123]. The model considered by Astumian consists of a singlesite connected to two reser-

voirs with input ratesα1(t), α2(t) and output ratesβ1(t), β2(t). The rate equation of the particle

density at the site is given by:

dQ
dt
= I1 + I2 (4.47)

where I1 = α1(1− Q) − β1Q, I2 = α2(1− Q) − β2Q .

The instantaneous rates satisfy the conditions,α1(t)/β1(t) = α2(t)/β2(t) = eǫ(t) and

α2(t)/α1(t) = β2(t)/β1(t) = eu(t). For low driving frequenciesQ(t) can be expanded about

the instantaneous equilibrium solutionQ(0)(t) asQ(t) = Q(0)(t) + ωQ(1)(t), whereQ(0), Q(1)

satisfy the following equations:

α1(1− Q(0)) − β1Q(0) = α2(1− Q(0)) − β2Q(0) = 0 (4.48)

dQ(0)

dt
= −ω(α1 + β1 + α2 + β2)Q

(1) (4.49)

The instantaneous equilibrium solution, from Eq. (4.48) is:

Q(0) =
α1

α1 + β1
=

1
1+ e−ǫ

. (4.50)
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The net particle transportN (from reservoir 1 into system) over one periodT = 2π/ω can

be written as:

N =

∫ T

0
I1dt = −

∫ T

0
(α1 + β1)ωQ(1)dt

=

∫ T

0

α1 + β1

α1 + β1 + α2 + β2

dQ(0)

dt
dt =

∫

C
F dQ(0),

with F =
1

(1+ eu)
, (4.51)

and where
∫

C
denotes the integral over a cycle.

In our case formally one can obtain an exact expression for the net particle transport.

For this we start with the master equation∂P/∂t = W(t)P. Let P(0)(t) be the instantaneous

equilibrium solution satisfyingW(t)P(0) = 0. Then, for slow ratesω, P(t) will have the form

P(0)(t) + ωP(1)(t) where the correction is given by:ωP(1) = W−1 ∂P(0)/∂t . The net particle

transported across any bond in one time cycle,N , can then be expressed as:

N =
∫ T

0
dt
∑

C

J(C)P(C, t) = −
∫ 2π

0
dx
∑

C,C′

J(C)
∂W−1

C,C′(x)

∂x
P(0)(C′, x) , (4.52)

whereJ refers to the current on any given bond. Thus we have a formal expression, for

the net particle transported, in terms of an integral over anequilibrium averageof some

quantity. However this expression does not appear to have any simple physical interpretation

and neither is it easy to obtain any explicit results, unlikethe fast case treated in section (4.4).

The above equation has to be interpreted carefully, sinceW has a zero eigenvalue andW−1

is not strictly defined.

4.6 Conclusions

Here we have considered a lattice model of diffusing particles with hard core interactions and

shown that if the hopping rates at various sites are made time-dependent, but still symmetric,

then aDC current can be generated in the system. Thus, a ratchet effect is obtained in

the sense that a directed current occurs even though there isno applied external biasing
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force. Unlike many other examples of models of classical ratchets, there is no asymmetric

potential in our model. However asymmetry is incorporated in the modulation of the hopping

rates, and this is best seen when we consider the case where the modulation is given by

vl(t) = sin(ωt − ql). This of-course corresponds to a wave travelling in agiven direction.

A non-trivial aspect of the problem studied is the fact that the effect goes away as soon as

we switch off the hard-core interactions. For non-interacting theDC current is given by

J̄ = (1/LT)
∫ T

0
dt
∑L

l=1 ulρl − ul+1ρl+1, and is seen to be exactly zero, for arbitrary choice

of the time-dependent rates. On the other hand, having interactions in the system is not a

sufficient condition to generate aDC current. For the models considered in this chapter, the

hopping rate is site-wise symmetric. But if the hopping ratesare symmetric bond-wise,i.e.,

the hop rateul,l+1 from sitel to l + 1 is the same as that froml + 1 to l, then theDC current is

zero for any choice of phasesφl. To see this, consider the density evolution equation obeyed

by bond-wise symmetric SEP:

∂ρl

∂t
= ul−1,l(ρl−1 − ρl) + ul,l+1(ρl+1 − ρl) (4.53)

Unlike Eq. (4.3) for site-wise symmetric SEP,ρl = ρ is a solution of the above equation

for any choice of ratesul. In fact, an inspection of the master equation shows that, even

with a time-dependentW-matrix, all configurations are equally likely, thus leading to the

zero current. Thus the exclusion process with bond-wise symmetric rates does not give the

ratchet effect. It is not completely clear as to what are the necessary and sufficient conditions

to get a directed current.

For the model considered here, since the equations for anyn-point correlation function do

not close, it does not seem simple to solve the model exactly.We have therefore studied the

system analytically using a perturbation theory in the amplitude f1 and the inverse frequency

1/ω. In this study, we have been able to obtain theDC current at orderf 2
1 by solving

the evolution equations for density and two point correlation function to orderf1. Also,

we have been able to obtain results for large driving frequency by solving the correlation

function alone by such perturbative approaches. Comparing with simulations we find that
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the perturbative results turn out to be quite accurate.

Finally, we point out that an experimental realization of the effect observed in our model

should be possible in colloidal systems. For instance, consider a colloidal suspension in an

externally applied laser field. This constitutes a system ofdiffusive interacting particles in

an external potential (generated by the laser field) of the form V(x, t) = V0 sin(ωt − qx). This

system is similar to the model that we have studied. There aresome differences, namely,

in this case because the external field is space dependent, hence the effective hopping rates

are not symmetric in the forward and backward directions. Itwould be interesting to study

this model to see if a current can be generated here, and perhaps one can make detailed

predictions for experimental observation.
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[51] M.O.Magnasco and G.Stolovitzky, J. Stat. Phys.93, 615 (1998).

[52] C. Jarzynski and O. Mazonka, Phys. Rev. E59, 6448 (1999).

[53] C. van den Broeck, R. Kawai, and P. Meurs, Phys. Rev. Lett.93, 090601 (2004).

[54] C. Van den Broeck and R. Kawai, Phys. Rev. Lett.96, 210601 (2006).

84



[55] A. L. R. Bug, B. J. Berne, Phys. Rev. Lett.59 948 (1987).

[56] R. Bartussek, P. Hanggi, J. G. Kissner, Europhys. Lett.28 459 (1994).

[57] N. G. van Kampen, Z. Phys. B68,135 (1987).

[58] A. M. Jayannavar, M. C. Mahato, Pramana-J. Phys.45, 369 (1996).

[59] N. G. van Kampen, IBM J. Res. Develop.32 107 (1988).

[60] K. Sekimoto, J. Phys. Soc. Jpn.68, 1448 (1999).

[61] M. Matsuo, S. Sasa, Physica A276, 188 (2000).

[62] J. D. Bao, Y. Abe, Y. Z. Zhuo, Physica A265, 111 (1999).

[63] R. H. Luchsinger, Phys. Rev. E62, 272 (2000).

[64] K. Sekimoto, Jr. Phy. Soc. Jpn.66, 1234 (1997).

[65] T. Hondou and F. Takagi, J. Phy. Soc. Jpn.67, 2974 (1998).

[66] H. Kamegawa, T. Hondou, and F. Takagi, Phys. Rev. Lett.80, 5251 (1998).

[67] F. Takagi and T. Hondou, Phys. Rev. E60, 4954 (1999).

[68] J. M. R. Parrondo and B. J. de Cisneros, Applied Physics A: Materials Science &

Processing75, 179 (2002).

[69] I. M. Sokolov, Phys. Rev. E60, 4946 (1999).

[70] H. Sakaguchi, J. Phy. Soc. Jpn.67, 709 (1998).

[71] Y. Leeet al., Phys. Rev. Lett.91, 220601 (2003).

[72] M. O. Magnasco, Phys. Rev. Lett.71, 1477 (1993).
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