On the decay of the magnetic fields of single radio pulsars

Dipankar Bhattacharya1,2,3,*, Ralph A.M.J. Wijers1,2,3, Jan Willem Hartman4, and Frank Verbunt1,3,4

1 Institute for Theoretical Physics, University of California, Santa Barbara, CA 93106, USA
2 Astronomical Institute ‘Anton Pannekoek’, University of Amsterdam, Kruislaan 403, NL-1098 SJ Amsterdam, the Netherlands
3 Center for High-Energy Astrophysics, NIKHEF-H, Kruislaan 409, NL-1098 SJ Amsterdam, the Netherlands
4 Institute of Astronomy, University of Utrecht, Postbox 80 000, NL-3508 TA Utrecht, the Netherlands

Received August 2, accepted October 5, 1991

Abstract. We investigate the statistical evidence for the decay of the magnetic field of single radio pulsars. We perform population syntheses for different assumed values for the time scale of field decay using a Monte Carlo method. We allow for the selection effects in pulsar surveys and compare the synthesized populations with the observed pulsars. We take account of the finite scale height of the distribution in the Galaxy of free electrons, which determine the dispersion measure and hence the apparent distance of radio pulsars. Our simulations give much better agreement with the observations if the time scale for the field decay is assumed to be longer than the typical active life time of a radio pulsar. This indicates that no significant field decay occurs in single radio pulsars.
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1. Introduction

From the early days of pulsar astronomy, statistical studies of the pulsar population have been used to probe the evolution of pulsars. Much discussion in the literature has been devoted to the derivation of the properties of pulsars at birth, and to the estimation of pulsar birth rate (Gunn & Ostriker 1970, Taylor & Manchester 1977, Phinney & Blandford 1981, Vivekanand & Narayan 1981, Lyne et al. 1985, Chevalier & Emmering 1986, Stollman 1987, Narayan 1987, Emmering & Chevalier 1989, Narayan & Ostriker 1990). These different studies differ in the treatment of selection effects in pulsar surveys and in assumptions about the luminosity distribution of pulsars, but most of them assume that the magnetic-field strengths of neutron stars decay exponentially with a time constant of \( \lesssim 10^7 \) yr.

It has, however, been pointed out by several authors that the decay of magnetic fields of neutron stars is a shaky proposition. On theoretical grounds, Baym, Pethick & Pines (1969) argued that the interior of a neutron star is expected to be very highly conducting, and any magnetic field will be trapped there for ever. Computations by Sang & Chanmugam (1987) showed that even if the magnetic flux is confined only to the crust of a neutron star, ohmic decay in \( \lesssim 10^7 \) yr time scale would be difficult to understand.

Of late, observational evidence has also been mounting against quick decay of neutron star magnetic fields (see Bhattacharya 1991, Bhattacharya & Srinivasan 1991, Bhattacharya & Van den Heuvel 1991 for reviews). Existence of old neutron stars with substantial field strengths such as Her X-1, PSR 0655+64, millisecond pulsars, radio pulsars in globular clusters, and gamma-ray burst sources clearly indicate that the magnetic field of these neutron stars are not decaying significantly. The often-quoted evidence in favour of magnetic-field decay in isolated (non-binary) radio pulsars, namely the discrepancy between the kinetic ages and the spindown ages of neutron stars (Lyne et al. 1982,1985), was marginal to begin with, and has practically disappeared with the availability of a larger number of pulsar velocity measurements (Bailes 1989, Harrison et al. 1991).

In view of these developments, new models of the evolution of the magnetic fields of neutron stars have been proposed, which associate magnetic-field decay with the evolution of the neutron star in presence of a close binary companion (Shibazaki et al. 1989, Srinivasan et al. 1990, Romani 1990). According to these models, little or no field decay of isolated neutron stars is expected to occur.

Is this expectation consistent with the observed properties of the pulsar population? This is the question we address in the present paper.

We interpret the spindown torque on the pulsar \( PP \) as a direct measure of the magnetic field strength (see Eq. 2). It has been argued that a decay of the spindown torque may occur due to reasons other than the decay of the magnetic field strength, such as a secular evolution of the angle between the spin axis and the magnetic dipole (e.g. Kundt 1988, Blair & Candy 1989, Beskin et al. 1984). We wish to emphasize that our treatment addresses the issue of the evolution of the spindown torque as a whole, though we continue to refer to it as the evolution of the magnetic field strength for the sake of convenience.

Some earlier studies have already noted that the statistical properties of the pulsar population may be consistent with long field decay time scales (Krishnamohan 1987, Fokker 1987), or a power-law field decay (Sang & Chanmugam 1990). These studies do not model the selection effects in pulsar surveys satisfactorily, and discuss only the distribution of periods and period derivatives of pulsars, without attempting to fit other observable properties of the population. A case in point is the distribution of pulsars...
as a function of the height $z$ above the galactic plane. The large velocities that pulsars are observed to have ($\dot{\phi}_z \sim 110$ km s$^{-1}$, see Lyne et al. 1982, Cordes 1986, Harrison et al. 1991) carry them to $z \sim$ several kpc before they significantly decelerate and return towards the plane. A short ($\lesssim 10^3$) yr time scale for magnetic-field decay will, however, so severely restrict the radio-active life time of a pulsar that the distribution of functioning pulsars would not extend beyond $z \sim 1$ kpc. The longer the field decay time scale, the more extended will the average life time of pulsars be, and hence the more wide will be their $z$-distribution. The issue of magnetic-field decay of pulsars thus cannot be treated in isolation from that of their $z$-distribution.

The fact that the $z$-distribution of pulsars, derived from their dispersion measures (column density of free electrons in the line of sight), does not extend beyond $\sim 1$ kpc has often been thought to be due to short active life times of pulsars as a result of magnetic-field decay. However, as pointed out by Bhattacharya & Verbunt (1991), the finite thickness of the distribution of electrons that determine the dispersion measure causes the distances of pulsars at $z = 1$ kpc to be systematically underestimated, and thus the true $z$-distribution of pulsars may be more extended than the derived one. In their extensive statistical study Narayan & Ostriker (1990), however, accept the derived $z$-values of pulsars at their face value, and find evidence for a second population of pulsars born at $z > 400$ pc. This result may well be an artifact of underestimated $z$-distances of an extended tail of the pulsar population. Keeping this in mind, we assume in this paper that pulsars form a single population, and investigate the nature of the apparent $z$-distribution for different values of the field decay time scale.

In the present analysis we take recourse to Monte Carlo methods to generate an artificial population of pulsars, at a constant birth rate, with certain assumed properties at birth. We follow the evolution of each pulsar, and its motion in the Galaxy, up to a specified epoch of observation. From these, we construct a subsample which would meet the fiducial detection criteria in four major pulsar surveys, and will also be beamed towards the observer. The properties of this subsample are then compared with those of the sample of observed pulsars.

Our approach is similar to that adopted by Emmering & Chevalier (1989), but we have made several important improvements. Instead of assuming that pulsars move with constant velocity, we have taken into account the gravitational potential of the Galaxy in their dynamics. Further, we have taken care to be as internally consistent in our approach as possible. For example, among the known pulsars we have retained for comparison with our simulated sample only those which meet exactly the same detection criteria as we use for the simulated sample. This point has been ignored by Emmering & Chevalier (1989), and most other studies of pulsar statistics so far made.

The dispersion measures of the simulated pulsars were computed from an adopted model of the distribution of free electrons in the Galaxy. To be consistent with the observed dispersion measures of pulsars in globular clusters, and the distances of pulsars determined from HI observations and parallax measurements, we had to make several modifications to the existing model (Lyne et al. 1985) of the electron density distribution. We then revised the distance estimates of observed pulsars according to this electron density model, and used these revised distances in our final analysis.

2. Simulation and detection of a pulsar population

To compare a simulated sample of radio pulsars with the observed sample, we proceed in three steps. First, we simulate a population of radio pulsars in an area around the Sun. Next we determine which of these pulsars would have been detected by any of four surveys. And finally, we compare the simulated detections with the actual detections of the same surveys. These three steps are described in the following three subsections.

2.1. Simulation of a pulsar population

In simulating the pulsar population, we make assumptions about the properties of radio pulsars at birth, and then let these properties evolve for each pulsar separately. The parameters for each simulation are those which specify the properties at birth plus those that determine the evolution. The relevant properties of the individual pulsars and their relation to the simulation parameters are as follows.

- age $t$. We assume that the pulsar birth rate has not changed with time. In our simulation we therefore choose an age for each pulsar from a flat distribution between zero and the Hubble time. In practice, an upper limit to the pulsar age of three to five times the time scale for magnetic-field decay suffices as an upper limit to the ages allowed, because all pulsars older than this would have evolved beyond the death line in all our simulations (see below).

- magnetic-field strength $B$. The initial magnetic-field strength $B_i$ is chosen from a Gaussian distribution in log $B_i$:

$$p(\log B_i) \, d(\log B_i) = \frac{1}{\sqrt{2\pi} \sigma_B} \exp \left[-\frac{1}{2} \left( \frac{\log B_i - \log B_0}{\sigma_B} \right)^2 \right] \, d(\log B_i).$$ (1)

The field is assumed to be related to the pulse period $P$ of the pulsar and its time derivative $\dot{P}$ according to (see Gunn & Ostriker 1970)

$$P \dot{P} = \frac{8\pi^2 R^6}{3Ic^2} B^2,$$ (2)

where $R$ and $I$ are the radius and the moment of inertia of the neutron star, respectively. We use the values $R = 10^6$ cm and $I = 10^{45}$ g cm$^2$. We assume that the field decays exponentially according to

$$B(t) = B_i \exp(-t/\tau),$$ (3)

where $\tau$ is the time scale for the decay.

- rotation period $P$. We assume an initial period which is the same for each pulsar, viz. $P_i = 0.1$ s. This period evolves, according to Eqs. (1 - 3) as

$$P^2 = P_i^2 + \frac{8\pi^2 R^6}{3Ic^3} B_i^2 \tau[1 - \exp(-\frac{2t}{\tau})].$$ (4)

Pulsars that are born with periods shorter than $P_i$ evolve to $P_i$ on a time scale which is negligible with respect to the evolutionary time scales for the pulsar population that we consider. Our assumption for the initial periods therefore merely states that all pulsars are born with initial periods $P_i < 0.1$ s.
beaming fraction $f_b$. The pulsar beam may or may not intersect the line of sight towards the Earth. The fraction $f_b$ of the sky swept by a pulsar’s beam is not very well known. The conventional assumption of $f_b \approx 20\%$ may be a good one for pulsars with spin period $P \sim 1$ s, but observations suggest that at short periods the beam widens (Lyne & Manchester 1988), and perhaps becomes elongated (Narayan & Vivekanand 1983). These effects cause $f_b$ to rise to higher values at short periods. In the model of Narayan & Vivekanand (1983) $f_b$ rises to almost unity at $P \lesssim 0.1$ s, while according to Lyne & Manchester (1988) $f_b$ has a much shallower behaviour, rising to $\approx 0.35$ at $P \sim 0.1$ s. Given the uncertainties, we have decided to examine all three of the above cases.

In our simulations we use approximations to the dependence of the beaming on the pulse period. The beaming function as determined by Narayan & Vivekanand (1983) is well approximated with

$$f_{b,NV} \propto P^{-1},$$  \hspace{1cm} (5)

and that by Lyne & Manchester (1988) with

$$f_{b,LM} \propto P^{-1/2},$$  \hspace{1cm} (6)

for $P > 0.1$s. A recent study by Rankin (1990) also indicates that the beamwidth scales as $P^{-1/2}$.

height above the galactic plane $z$ and velocity in the $z$-direction $v_z$. We choose the initial height $z_0$ above the galactic plane for the radio pulsars from an exponential distribution

$$p(z_0)dz_0 = \frac{1}{2\pi} \exp\left(-\frac{1}{2} \frac{z_0^2}{h^2}\right)dz_0,$$  \hspace{1cm} (7)

where $h$ is the scale height of the pulsar progenitors, i.e. of the O and B stars (e.g. Mihalas & Binney 1981, Table 4-16). The sign of $z_0$ is allowed to be positive or negative. The initial velocity in the direction perpendicular to the galactic plane $v_{z,i}$ is chosen from a Gaussian distribution

$$p(v_{z,i})dv_{z,i} = \frac{1}{\sqrt{2\pi} \sigma_z} \exp\left(-\frac{1}{2} \frac{v_{z,i}^2}{\sigma_z^2}\right)dv_{z,i},$$  \hspace{1cm} (8)

$v_{z,i}$ can be either positive or negative.

The acceleration in the vertical direction due to the galactic potential at the position of the Sun has been determined by Kuijken & Gilmore (1989a,b). From Table 6 of Kuijken & Gilmore (1989b), and Eqs.(39,40) of Kuijken & Gilmore (1989a) we write:

$$g_z = 1.04 \times 10^{-3} \left(\frac{1.26 \times 10^{-3}}{\sqrt{2g^2 + 0.18^2}} + 0.58z\right),$$  \hspace{1cm} (9)

where $g_z$ is in units of kpc/Myr$^2$ and $z$ in kpc. We use this potential to evolve $z$ and $v_z$ from their initial values to their current values after a time $t$.

projected position in galactic disk $(x,y)$. The position of the pulsar, as projected on the galactic plane, is chosen randomly in a circle around the Sun with a radius of 3 kpc. This means that we assume that the pulsar birth rate, as well as the vertical acceleration due to the galactic potential, do not vary over this circle. It further implies that the pulsars born in the circle but leaving it during their evolution have similar properties as those born outside the circle and entering it. The correctness of these assumptions is somewhat doubtful, but in the absence of secure information on them, we chose not to burden our simulation with additional parameters.

luminosity at 400 MHz $L_{400}$. The dependence of the radio luminosity of a pulsar on its spin period $P$ and period derivative $\dot{P}$ is rather uncertain. Several models have been proposed over the years, but the scatter of the luminosities of the observed pulsars around that predicted by any available model is huge. In the present work we have used two of the commonly used luminosity models, and compared the results in these two cases separately with observations. Assuming a power-law dependence of the luminosity on $P$ and $\dot{P}$, Proszynski & Przybycień (1984) obtained a fit which, after rounding off the exponents, has the form (Narayan 1987):

$$\log L_{400} \phi = 6.64 + \frac{1}{3} \log \frac{P}{T^2},$$  \hspace{1cm} (10)

where $L_{400} \phi$ is the observed mean 400 MHz luminosity in units of mJy kpc$^2$ (the luminosity $L$ of a pulsar is defined to be equal to $S\Delta t^2$, where $S$ is the time-averaged flux received from the pulsar and $\Delta t$ is its distance from the Earth). Stollman (1986,1987) suggested that the radio luminosity of a pulsar is related to the voltage generated above the polar cap, which is proportional to $B/P^2$. Observations indicate a dependence of $L_{400} \phi$ on this parameter for pulsars with polar cap voltage below a certain critical value (Stollman 1986; Taylor & Stinebring 1986; Srinivasan 1989), while the luminosity law seems to reach a maximum above this critical voltage. According to the fit obtained by Stollman (1986):

$$\log L_{400} \phi = (-10.05 \pm 0.84) + (0.98 \pm 0.03) \log \frac{B}{P^2}, \quad \log \frac{B}{P^2} \leq 13$$

$$= 2.71 \pm 0.60, \quad \log \frac{B}{P^2} > 13.$$  \hspace{1cm} (11)

Both of these luminosity laws refer to the relation between the period, period derivative and the mean luminosity of the observed pulsars. It is to be expected, however, that the observed sample will be severely biased towards more luminous pulsars. This bias has been modelled by Narayan & Ostriker (1990), who find that the distribution $p_L$ of the intrinsic luminosities around the mean observed luminosity can be modelled as

$$p_L(\lambda) = 0.5\lambda e^{-\lambda},$$  \hspace{1cm} (12)

where $\lambda \equiv c \left(\log \frac{L_{400}}{L_{400}^0} + b\right).$

In this equation $b$ and $c$ are parameters whose values have been obtained from fits to the observed distribution by Narayan & Ostriker. If $L_{400}^0$ is described with Eq. (10), the values are $b = 1.8$ and $c = 3.6$. For Eq. (11) we use $b = 2.0$ and $c = 3.0$.

For each simulation, we start by fixing the simulation parameters. These are: $P_1$, log $B_0$, $\sigma_v$, the choice of beaming law, $h$, $\sigma_z$, and $\tau$. From these, we determine the properties of the individual pulsars. We use Monte Carlo methods (Press et al. 1986, pp. 195, 203) to select the age of the pulsar from a flat distribution between zero and a maximum age, and an initial magnetic-field strength from the Gaussian distribution as in Eq. (1). The maximum age is set to 5$t_c$ for $\tau < 100$ Myr and to 3$t_c$ for $\tau \geq 100$ Myr. With the initial pulse period, we first check whether the evolved pulse period and magnetic-field strength, as found from Eqs. (4,1), place the radio pulsar above the death line (Ruderman & Sutherland 1975; Rawley et al. 1986), i.e. whether
\[
\frac{B}{P^2} > 0.17 \times 10^{12} \text{G}/\text{s}^2
\]  
(13)

If this condition is not met, the neutron star is counted as not observable as a radio pulsar, and dropped from the rest of the simulation. We again use a Monte Carlo method to determine whether the pulsar beam intersects the Earth, using Eq. (5) or Eq. (6). If the beam does not intersect the Earth, the pulsar is dropped from the rest of the simulation.

Next, we select an initial height of the pulsar above the galactic plane from the exponential distribution of Eq. (7), and an initial velocity from the Gaussian distribution of Eq. (8), using Monte Carlo methods (Press et al. 1986, pp. 201, 203). We compute the current \( z \) and \( v_z \) from their initial values by using the acceleration of Eq. (9). We also assign the pulsar a random projected position \( (x, y) \) in a circle in the galactic plane, centered on the Sun and with a radius of 3 kpc.

From the pulse period and the period derivative (or, equivalently, the magnetic field), we calculate the mean observed luminosity \( L_{\text{400}} \), according to either Eq. (10) or Eq. (11). With a Monte Carlo method we then pick the ratio \( L_{400}/L_{\text{400}} \) of the actual intrinsic luminosity to this observed mean, on the basis of Eq. (12).

2.2. Detection of the simulated pulsar population

The large surveys in which most of the known pulsars have been discovered suffer from strong selection effects. To make a comparison of the properties of the simulated pulsars with those of the observed pulsar population we have therefore retained only those pulsars among the simulated sample which meet the detection criteria of one of four major pulsar surveys conducted at 400 MHz, namely, the Jodrell Bank survey (Davies et al. 1972), U Mass-Arecibo survey (Hulse & Taylor 1974), Second Molonglo survey (Manchester et al. 1978), and U Mass-NRAO survey (Damashke et al. 1978). The detection criteria we use are largely the same as in Narayan (1987).

The detectability of a pulsar depends on several factors:

1. The flux \( S \) of the pulsar, determined by its luminosity and its distance from the Earth.
2. The “broadening” of the pulse due to the propagation of the pulsar signal through interstellar plasma. There are two separate contributions to this broadening: (a) Due to the presence of irregularities in the interstellar electron density, the signal from the pulsar reaches us not only via the direct route, but is also scattered in from other directions. The signals coming via the scattered routes are, of course, delayed due to the extra lengths of path travelled. Added together, these signals therefore result in a pulse of a larger width than at the point of emission. (b) Dispersion in the interstellar plasma causes the pulse arrival times to become frequency dependent. The lower the frequency, the later the pulse arrives. Over the finite bandwidth of the detector this introduces a broadening of the pulse.
3. The finite time resolution (sampling) of the detector, which adds a further component to pulse smearing. The final width \( W \) of the broadened pulse can be written as (Narayan 1987):

\[
W^2 = W_e^2 + \tau_{\text{imp}}^2 + \tau_{\text{DM}}^2 + \tau_{\text{scatt}}^2
\]  
(14)

where \( W_e \) is the width of the unBroadened pulse, and the contributions to broadening are indicated by the subscripts.

While \( \tau_{\text{scatt}} \) depends only on the distance to the pulsar and the character of electron turbulence on the way, \( \tau_{\text{DM}} \) is determined by the dispersion measure DM, as well as the detector characteristics. For a given survey, \( \tau_{\text{DM}} \) can be written as \( C_{\text{DM},\text{DM}} \), where \( C_{\text{DM}} \) is a constant. Values for \( C_{\text{DM},\text{DM}} \) and \( \tau_{\text{scatt}} \) for the four pulsar surveys we use have been listed by Narayan (1987).

The minimum detectable flux \( S_{\text{min}} \) in a pulsar survey depends on the modulated fraction of the signal. For a width \( W \) of the broadened pulse, \( S_{\text{min}} \) is proportional to \( [W/(P-W)]^{1/2} \) (Dewey et al. 1984). It is, however, customary to quote the survey flux limits \( S_{\text{0}} \) for the case where smearing is negligible, i.e. \( W \ll P \). This quantity is proportional to \( [W_e/(P-W)]^{1/2} \), and has been quoted by Narayan (1987) for the surveys in question (\( \beta S_{\text{0}} \) in his notation). The value of \( S_{\text{min}} \) for a given pulsar would then be obtained from

\[
S_{\text{min}} = S_{\text{0}} \left( \frac{T_r + T_{\text{sky}}}{T_0} \right) \left[ \frac{P W}{W_e (P-W)} \right]^{1/2}.
\]  
(15)

Following Dewey et al. (1984) and Narayan (1987), we have used an intrinsic duty cycle \( W_e/P \) of 4% for every pulsar. \( T_r \) is the receiver excess noise temperature for the particular survey, \( T_{\text{sky}} \) is the sky background temperature in the direction of the line of sight to the pulsar, and \( T_0 \) is a suitable normalization constant. We used the values of \( T_r \) and \( T_0 \) tabulated by Narayan (1987).

Following the procedure described in Section 2.1, we computed, for each simulated pulsar, the luminosity \( L_{400} \), and hence its flux \( S_{400} = L_{400}/((x^2 + y^2 + z^2) \), where \( (x, y, z) \) is the position of the pulsar in heliocentric coordinates. The smeared pulsewidth \( W_e \) was then computed from Eq. (14) using values for the dispersion measure DM and the scatter broadening \( \tau_{\text{scatt}} \) for the pulsar. Our method for the determination of DM and \( \tau_{\text{scatt}} \) for a simulated pulsar is described in Section 2.2.1. The galactic latitude \( l \) and longitude \( b \) of the pulsar were computed from its heliocentric coordinates, and the sky background temperature \( T_{\text{sky}} \) for this \((l, b)\) then obtained by interpolation from a table of 400 MHz background temperatures taken from the all sky survey of Haslam et al. (1982). Using the survey characteristics tabulated by Narayan (1987), we evaluated from Eq. (15) the value of \( S_{\text{min}} \) for the pulsar in each of the included surveys. We counted the pulsar as “detected” if \( S_{400} \geq S_{\text{min}} \) in any survey that covered the pulsar’s position in the sky.

2.2.1. Determination of dispersion and scattering

The interstellar medium severely restricts our ability to detect pulsars. Pulse broadening, both due to scattering and dispersion, strongly increases with dispersion measure; as a result, the distance at which a pulsar becomes undetectable can be much less than that expected from the extrapolation of its apparent brightness by a simple inverse square law. Selection effects on pulse period are introduced in this manner: pulsar visibility depends on the ratio between pulse broadening and pulse period, and thus short-period pulsars disappear from our view at lower dispersion measures, i.e. at smaller distances.

It is known that dispersion is caused by free electrons, and is simply proportional to the integrated column density thereof in our line of sight. Scattering is determined by the characteristics of turbulence in the same free-electron component of the interstellar medium. Unfortunately, we have hardly any quantitative information about these properties of the interstellar medium except through observations of radio pulsars. The properties of pulsars and of the interstellar medium that hampers their detection are therefore partly derived from the same observations, and cannot be determined fully independently.
The dispersion measure. Of real pulsars, we know the dispersion measure from observation. To compare our simulated population with observations, we have to assign a dispersion measure to our simulated pulsars, given their position in the Galaxy. This is only possible if we first estimate the distribution of free electrons in the Galaxy from observed pulsar dispersion measures. Observed pulsars with a good independent distance estimate are the best ones to use for this, but these are rare. In addition, one can use lower and upper limits to pulsar distances from HI absorption measurements.

Due to the clumpy nature of the interstellar medium, differences in average electron density of a factor of two between lines of sight only a few degrees apart on the sky are no exception. Combined with the paucity of independent pulsar distances, this makes deriving a model for the mean electron density a difficult task (and at the same time somewhat restricts the extent to which such a model is a meaningful representation of the real world), but it is the best we can do under the circumstances. We adopted the functional form for the dependence of the mean electron density on position in the Galaxy given by Lyne et al. (1985):

\[ n_e(R, z) = \frac{1}{1 + R/R_0} \left( n_1 e^{-|z|/H_1} + n_2 e^{-|z|/H_2} \right) + n_{\text{GN}}, \]  

(16)

in which \( R \) and \( z \) are galactocentric cylindrical co-ordinates, \( R_0 \) is the galactocentric radius of the Sun, and the subscripts 1 and 2 denote the contributions due to the thin and thick electron layer, respectively; \( n_{\text{GN}} \) is an extra contribution from the Gum Nebula. The parameter values of Lyne et al. (1985) are:

\[ R_0 = 10 \text{ kpc} \]
\[ n_1 = 0.015 \text{ cm}^{-3}; \quad H_1 = 70 \text{ pc} \]
\[ n_2 = 0.025 \text{ cm}^{-3}; \quad H_2 = \infty. \]  

(17)

The Gum Nebula contribution is 0.28 cm\(^{-3}\) inside a sphere of radius 115 parsecs, centered on a point located 0.5 kpc from the Sun in the direction \( (\ell = 260^\circ, b = 0^\circ) \), and zero outside that sphere (Lyne et al.1985).

We have changed these values in two ways: (i) the value of \( R_0 \) is set to 8.5 kpc, in agreement with more recent usage. Most distances used in estimating the electron density parameters are from HI measurements, and are therefore proportional to \( R_0 \) (see the compilation by Frail & Weisberg 1990). To make the predictions of DM for these pulsars (which were satisfactory in the old model) invariant under this change of \( R_0 \), we have to change \( n_{1,2} \) by the inverse of the factor by which \( R_0 \) is changed (as DM has dimension distance times density). (ii) Now that many pulsars are known in globular clusters, far away from the galactic plane, it has become clear that the integrated column density perpendicular to the galactic plane is finite (Reynolds, 1989). Consequently, \( H_1 \) is finite; we adopt the value of Bhattacharya & Verbunt (1991) of 0.8 kpc. This value must be adapted to our change of \( n_2 \), because the quantity derived from observation is actually \( n_2 H_2 \). We therefore multiplied it by 0.85. We did not change the scale height of the thin layer or the Gum Nebula parameters (their observational determination does not involve \( R_0 \)). Summarizing, we have used:

\[ R_0 = 8.5 \text{ kpc} \]
\[ n_1 = 0.0176 \text{ cm}^{-3}; \quad H_1 = 70 \text{ pc} \]
\[ n_2 = 0.0294 \text{ cm}^{-3}; \quad H_2 = 0.68 \text{ kpc}. \]  

(18)

None of the numbers quoted actually has more than one significant digit, but we kept the extra digits in our numerical work to ensure that the results of the models only differ due to the difference in \( R_0 \). We then tested our model against the compilation of distances and dispersion measures of Frail & Weisberg (1990), and found no deviations between model predictions and data except for random scatter (of a factor of 1.5 r.m.s.).

We draw attention to an important consequence of a finite \( H_2 \): there is in this case a maximum model DM in each direction on the sky except exactly in the galactic plane. Some pulsars in lines of sight with above-average electron density have a greater DM than the maximum allowed by our mean electron model, and no model distance can be derived for them. This is the case for 24 radio pulsars in our compilation of 521; a further 38 are so close to the maximum that their derived distances are very sensitive to their value of DM (in the sense that a 10% change in their DM would result in more than 20% change of the derived distance; if \( H_2 \) were infinite, a 10% change in DM would always result in very nearly 10% change of the derived distance).

Scattering. Two methods have been used in previous work to find general expressions for the amount of scatter broadening of pulse profiles. Both rest on observations, but their approach is different. One method begins by noting that there is a strong correlation between observed DM and scatter broadening (Slee et al. 1980). We have plotted the data compiled by Cordes et al. (1985) in Fig. 1. (If in their list many measurements of one pulsar were listed, we only took the two extreme values measured closest to 400 MHz. Decorrelation bandwidths \( \Delta v \) were converted to scattering times \( \Delta t \) using \( 2\pi\Delta v\Delta t = 1 \), and measurements at various frequencies were converted to 400 MHz by assuming that scattering times scale with observing wavelength \( \lambda \) as \( \lambda^{-1} \). For discussion of these points, see the paper by Cordes et al. (1985). Data points extrapolated from measurements outside the range 370 – 430 MHz are marked with open squares.) An empirical fit can now be made for \( \tau_{400} \), the scatter broadening time at 400 MHz observing frequency, as a function of DM. For a model pulsar, one then simply computes its \( \tau_{400} \) from its model DM.
The other method is to develop a theory of scattering in a turbulent interstellar medium, and fit a simple model for the distribution of scattering activity in the Galaxy. For a given simulated pulsar, \( \tau_{400} \) is then computed from the model average scattering activity in the line of sight towards it. This method was adopted by Cordes et al. (1985) and Narayan (1987); we refer to these papers for a discussion of scattering models.

In Fig. 2, we present a comparison of two models with the data. In the left panel, differences between observed values of \( \log \tau_{400} \) and those computed from the model of Narayan (1987) are plotted as a function of \( \log DM \). The right panel is a similar plot in which the model is a power law obtained by an unweighted least-squares fit to the data of Fig. 1. The error bars represent measurement uncertainties. As these are much less than the scatter in the data, that scatter must be largely intrinsic, which is why we fitted the power law model without weighting the data. Neither model is free from systematic trends of the residuals with \( DM \). The Narayan fit predicts too much scattering more than twice as often as too little, and is almost always too much for \( DM < 50 \text{pc cm}^{-3} \).

The trend of the residuals in the simple power law fit is obviously due to the flattening of the correlation at low \( DM \). It is thought that this flattening has a physical significance: at low \( DM \), only scattering due to the diffuse interstellar medium plays a role, but at higher values of \( DM \) (and thus distance), our line of sight begins to intersect small, dense clumps of strongly scattering material. At high \( DM \), these constitute the dominant contribution to the scattering. As we only seek a practical solution for estimating scattering, we shall remove the trend in the residuals by fitting a sum of two power laws to the data. This fit, and its residuals, are shown in Fig. 3. The best fit is

\[
\tau_{400} [\mu s] = 10^{-4.62 \pm 0.52 (1.14 \pm 0.53) \log DM} + 10^{-9.22 \pm 0.62 (4.46 \pm 0.33) \log DM}.
\]

(19)

The nominal best values of the fit parameters were used in the simulations to predict scattering from \( DM \). It is seen that the residuals are free of trends.

Since the scatter around the mean is substantial, it may be of importance not to simply assign the best-fit model value of \( \tau_{400} \) to a simulated pulsar, but randomly change that value in accordance with the observed distribution of residuals. This distribution is slightly skewed, and the cumulative distribution of residuals \( \Delta \log \tau / \tau \) is represented very well by the function \((1 + \exp[(x - x_0)/a])^{-1}\), with \( x_0 = 0.040 \) and \( a = 0.240 \). It should be noted that for distances up to 3 kpc scattering is unimportant except for millisecond pulsars, which are not present in our sample.

2.3. The comparison sample of real pulsars

It is to be noted that the survey sensitivity limits used by us correspond to fluxes down to which the surveys were reasonably “complete”, rather than the absolute minimum flux detected in them (see Narayan 1987 for a discussion). As a result, we cannot use all the real pulsars detected in these surveys to make a comparison with our simulations. We have therefore selected from the observed population those pulsars which meet exactly the same selection criteria as the “detected” pulsars in our simulated sample. For the real pulsars we used the observed values of \( S_{400} \) and \( DM \), rather than computing them from the models mentioned above. Further, since our simulations generated pulsars within a heliocentric projected distance on the galactic plane \( d_{\text{proj}} \) of 3 kpc, we also applied this distance cutoff to the sample of real pulsars. These criteria led to the retention of 134 pulsars from the observed sample, 4 of which had to be further excluded from consideration since their period derivatives were not available to us.

5 of the 130 pulsars retained in our comparison sample have dispersion measures slightly above the maximum values that our electron density model predicts in their directions. As explained in Sect. 2.2.1, such a situation is expected to arise due to the clumpy nature of the interstellar medium, and strictly speaking, no model distance can be derived for these 5 pulsars. Nevertheless, we have chosen to retain them in our sample of pulsars with \( d_{\text{proj}} < 3 \) kpc for the following reasons. First, their dispersion measures exceed the maximum value by only 4 to 17%, much less than the random variation of DMs between lines of sight (\( \geq 50\% \)). Second, their relatively high latitudes make it unlikely that they are so far away that their \( d_{\text{proj}} > 3 \) kpc. Test calculations show that omission of these 5 pulsars from the comparison sample does not alter any of our conclusions.

3. Results

The number of parameters required to describe the pulsar population is rather large. Our interest in this paper is mainly in determining whether or not the observed properties of radio pulsars require a short decay time scale for the magnetic field. We have therefore fixed some of the parameters in our first simulations, in particular those which are not constrained very much by available observations. We thus fix the initial pulse period at \( P_0 = 0.1 \) s, the scale height of the progenitor population at \( h = 0.06 \) kpc, and the width of the initial velocity distribution at \( \sigma_v = 110 \text{ km s}^{-1} \). For the beaming law we choose Eq. (5) and for the luminosity Eqs. (10,12). The consequences of these choices, and of allowing variations therein, will be looked into in Sec. 3.3.

The simulation parameters that we allow to vary are the decay rate \( \tau \) and the parameters \( \log B_0 \) and \( \sigma_B \) of the distribution of the initial magnetic-field strengths, given by Eq. (1). In the following, we first discuss how we choose to compare the simulated pulsar samples with the real pulsars, and for which parameters the best solutions were found. We then proceed to compare the best solutions at short and long decay times, and investigate why the long decay times give better results.

3.1. Comparison of simulated and real pulsar distributions

For five different decay times, viz. 5, 10, 50, 100, and 300 Myr, we simulate a detected pulsar population for various combinations of \( \log B_0 \) and \( \sigma_B \). Step sizes are 0.02 in \( \log B_0 (\text{G}) \) and 0.01 in \( \sigma_B \). Each simulated population is compared with the sample of 130 real pulsars that are detected according to the same criteria. The probability that the simulated population is equal to the real population was derived with the use of Kolmogorov-Smirnov tests, and of \( \chi^2 \) tests.

For each simulated pulsar, a rather large number of parameters are determined with a Monte Carlo random procedure. A representative sampling of the allowed parameter space therefore requires a sufficiently large number of pulsars. For a number of pulsars that is too small, the probability as found from \( \chi^2 \) and Kolmogorov-Smirnov tests may vary strongly with the seed first given to the random number generator. (Or, to put it in another way, ...
Fig. 2. Comparison of two scattering models. The ratio of $\tau_{400}$ to $\tau_{\text{model}}$ is plotted versus the dispersion measure. Error bars represent errors in $\tau_{400}$.

(left) Scattering times $\tau_{\text{CN}}$ from the model of Narayan (1987).

(right) Model scattering times $\tau_{\text{ML}}$ from a single power-law fit to the data of Fig. 1.

Fig. 3. Comparison between the scattering data and our fitted model $\tau_{\text{DM}}$ (a sum of two power laws). The residuals (right panel) are seen to be free of trends.

the uncertainty in the derived probability is very large.) We therefore started by checking how many detected radio pulsars in our simulated sample were required to eliminate the influence of the value of the first seed number. On the basis of these tests, we decided to continue each simulation until 2000 pulsars were detected. For this number, only the third decimal of the logarithm of the probabilities that we calculate is affected by the original seed number.

We are not able to do two-sided $\chi^2$ tests directly with the full sample of 2000 simulated pulsars, as these tests also check whether the number of pulsars in the simulated and real pulsar distributions are the same. We evade this problem by multiplying the number of simulated pulsars in each bin of the $\chi^2$ tests with 130/2000. Because this procedure leads to artificially low Poisson noise in these bins, the probabilities found are between those of a genuine two-sided test and those of a one-sided test whether the real pulsars are sampled from the distribution of the simulated pulsars. The relative merits of fit are kept in order.

No such problem arises with the Kolmogorov-Smirnov tests, which can use the full sample of simulated detections. We decided therefore to search for the best solution using the K-S tests, and to use the $\chi^2$ tests as a check.

For each simulated population, K-S tests and $\chi^2$ tests (Press et al. 1986, pp. 475, 472) were done on the distributions of five pulsar properties, viz., the pulse period $P$, the magnetic field $B$, the characteristic age $t_c$, the "vertical component" of the dispersion measure $DM\sin b$, and the luminosity (at 400 MHz) $L_{400}$. The bins used in the $\chi^2$ tests are the same as those shown in Fig. 5, except for $B$, where the $\chi^2$ tests use bins of 0.1 in log $B$. If the probability provided by the K-S test is denoted $Q$, the probability that the simulated detections are from a similar distribution as the real detections is measured by the product of the separate probabilities. Our best solution for each decay time is defined as the one with a maximum value of the product $Q_1 Q_2 Q_3 Q_{\text{DM\sin b}} Q_{L_{400}}$, where the indices refer to the quantity tested in the K-S test. $P$ and $B$ are the two evolution parameters of the radio pulsar. $DM\sin b$ was chosen as it represents the $z$-distribution, having the advantage over $z$ itself of being an
observable quantity, $L_{400}$, finally, tests the luminosity selection effects. A summary of the results is given in Table 1.

**Table 1. Probabilities of the best simulations at a variety of parameters**

<table>
<thead>
<tr>
<th>$\tau$ (Myr)</th>
<th>$\log B_0$</th>
<th>$\sigma_B$</th>
<th>$\log \Pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>12.54</td>
<td>0.32</td>
<td>-5.71</td>
</tr>
<tr>
<td>10</td>
<td>12.46</td>
<td>0.28</td>
<td>-3.04</td>
</tr>
<tr>
<td>50</td>
<td>12.36</td>
<td>0.29</td>
<td>-0.93</td>
</tr>
<tr>
<td>100</td>
<td>12.36</td>
<td>0.32</td>
<td>-0.56</td>
</tr>
<tr>
<td>300</td>
<td>12.32</td>
<td>0.32</td>
<td>-0.69</td>
</tr>
<tr>
<td>Stollman luminosity law</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>12.58</td>
<td>0.35</td>
<td>-5.16</td>
</tr>
<tr>
<td>10</td>
<td>12.46</td>
<td>0.30</td>
<td>-3.76</td>
</tr>
<tr>
<td>50</td>
<td>12.38</td>
<td>0.31</td>
<td>-1.94</td>
</tr>
<tr>
<td>100</td>
<td>12.38</td>
<td>0.33</td>
<td>-1.76</td>
</tr>
<tr>
<td>$\sigma_v = 200$ km/s</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>12.46</td>
<td>0.29</td>
<td>-4.88</td>
</tr>
<tr>
<td>100</td>
<td>12.36</td>
<td>0.32</td>
<td>-2.87</td>
</tr>
<tr>
<td>beaming Eq. (6)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>12.42</td>
<td>0.29</td>
<td>-2.12</td>
</tr>
<tr>
<td>100</td>
<td>12.28</td>
<td>0.29</td>
<td>-0.96</td>
</tr>
<tr>
<td>beaming period-independent</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>12.38</td>
<td>0.31</td>
<td>-1.42</td>
</tr>
<tr>
<td>100</td>
<td>12.20</td>
<td>0.27</td>
<td>-3.36</td>
</tr>
</tbody>
</table>

However, some information is lost when fitting only the $B$- and $P$- distributions, which are projections of the two-dimensional distribution of pulsars in the $(B, P)$-plane. A part of this information could be recovered by also fitting other projections, such as the distribution of the characteristic ages $t_c$. By deciding to omit the characteristic age from the search of the best solution, we have chosen to live with this disadvantage, in order to make sure that our measure of probability is not marred by the use of mutually dependent probabilities. For the same reason, we test for the product $\Delta M \sin b$ rather than for the separate quantities $\Delta M$ and $\sin b$. Our definition of the $\Pi$ that we try to maximize is arbitrary to some extent. However, we shall show below that a different choice would lead to the same overall conclusions.

In Fig. 4 we show the parameter area which gives the best solutions, for each of the five investigated values of $\tau$ separately. The maximum values of $\log \Pi$ reached in our simulations are shown in Table 1. Our most striking result is the dramatic increase in probability when the decay time is increased from 5 to 100 Myr. The difference in the quality of fit between 100 Myr and 300 Myr is insignificant. At long decay times the values of $\log B_0$ and $\sigma_B$ for which the best solutions are reached are correlated.

We have also made contours of probability for $\chi^2$ tests, and for $\Pi_3 = \Pi \times Q$, where $Q$ is the probability following from the K-S test on the distribution of $t_c$. The $\chi^2$-probabilities vary only slowly over the parameter range in the $\log B_0 - \sigma_B$ plane. For each decay time, they peak in the same area as the probabilities found with the Kolmogorov - Smirnov tests. The peak probability for a decay time of 10 Myr is virtually the same as that for 100 Myr. Due to their low sensitivity, the $\chi^2$-tests do not discriminate between a long or a short time scale for field decay.

### 3.2. Best simulations at 10 Myr and 100 Myr

To illustrate our results, we take a closer look at the best solutions for decay times of 10 and 100 Myr, respectively.

For the simulation with $\tau = 10$ Myr, the detection of 2000 pulsars required the input of 190,000 pulsars, 23,500 of which are still above the death line and beamed towards the Earth. To translate this into a birth rate, we note that the number of real pulsars observed in the four surveys is 130, and that the simulated pulsars were born in a time span of 50 Myr in a circle with radius of 3 kpc. (Because the normalization of the beaming in the simulation is the same as that for the real pulsars, i.e. $f_b \approx 1$ at a pulse period $P = 0.1$ s, no further correction for beaming is required.) The birth rate in the circle is therefore $\approx 250$ Myr$^{-1}$.

For the simulation with a decay time of 100 Myr, 770,000 input pulsars were required, of which 34,000 are above the death line and beamed towards the Earth. These pulsars were born in a time span of 300 Myr, hence correspond to a birth rate in the simulated circle of about 170 Myr$^{-1}$, or about 2/3 of the birth rate in the simulation with $\tau = 10$ Myr.

These rates result in an overall galactic pulsar birth rate of about one per century, with the same large uncertainties as in previous studies.

In Fig. 5 we compare the distributions of age, magnetic field, and velocity in the $z$-direction, of the pulsars detected in the simulation, with the initial distributions given to the neutron stars at birth.

The top panels show that the pulsars that are detected are younger on average than the input population, and have lower magnetic fields. Several effects contribute to this result. Old pulsars, especially those with high initial fields, are likely to have
evolved beyond the death line. The death line criterion therefore
tends to remove such pulsars from the simulation sample. As
pulsars with longer periods have smaller beams, the beaming
further biases the age and field distribution towards small ages
and low initial field strengths (because pulsars with low initial
field strengths do not reach very long periods). These effects are
counteracted to some extent by the higher mean luminosity of
pulsars with strong magnetic fields. Because of the large spread
in radio luminosities at each magnetic-field strength, luminosity
selection of pulsars with strong magnetic fields is only a small
effect, however.

The distribution of the magnetic-field strengths is shifted
further towards lower field strengths due to field decay, as given
by Eq. (1). As expected, this effect is stronger for the shorter
decay times.

The bottom panels of Fig. 5 show that the $\nu_0$-distribution
of the detected pulsars is narrower than that of the pulsars at
birth. The reason for this is that pulsars with high velocities
have moved to larger distances from the galactic plane — hence
from the Sun — which reduces their radio flux observed at
Earth and makes them more difficult to detect. For the short
decay time of 10 Myr, gravitational deceleration has not had
even enough time to affect the pulsar velocities, and the observed
velocity of each pulsar is close to its velocity at birth. In contrast,
the detected sample of radio pulsars in the simulation with the
longer decay time does contain pulsars that have been decelerated
appreciably, including some that are moving back towards
the galactic plane. In the simulation with $\tau = 100$ Myr, about 5
% of the detected pulsars at DM sin $b > 7.5$ cm$^{-3}$ pc (i.e. outside
the region where most pulsars are born) have velocities towards
the galactic plane, whereas this fraction is 10 times smaller in the
simulation with $\tau = 10$ Myr. Measurement of a sufficient number
of pulsar velocities would thus provide a good indication of the
decay time.

In Fig. 5 we compare the simulated with the real detected
distribution of several pulsar properties, viz. the pulse period,
the magnetic field, the “vertical component” of the dispersion
measure, the radio luminosity, and the characteristic age. For
these comparisons we use all 2000 simulated pulsars, and
multiplying the numbers in the histograms with 130/2000 to obtain
the same normalization as for the real pulsars. The corresponding
K-S tests are shown in Fig. 5. It is clearly seen from the irregular distributions of the real pulsars that they are much affected by Poisson noise, in contrast to the simulated distributions, which are much smoother. The simulations at both decay times produce too many pulsars at short periods. Due to the small numbers involved, this has little effect on the probability tests. In the simulation with $\tau = 10$ Myr, the period distribution is centered on shorter periods, and the magnetic-field distribution on higher fields, than the real pulsars. The $\tau = 100$ Myr simulation produces better $P$- and $B$-distributions. Both simulations do well in reproducing the distributions of the “vertical component” of the dispersion measure, and of the luminosity. Finally, the characteristic ages of the real observed pulsars are better reproduced by the simulation with the long decay time. The simulation with a short decay time produces pulsars with too low $\nu_0$, on average, as is expected from the fact that the probability distribution of $\nu_0$ can be shown to drop significantly for $\nu_0 > \tau$.

To further illustrate the failure of simulations with short decay
times, we compare the Kolmogorov-Smirnov tests for two
different simulations with $\tau = 10$ Myr in Fig. 5. The figure shows
that a better representation of the distribution of magnetic-field
strengths can be obtained, by choosing a lower value for $\log B_0$,
but only at the cost of the quality of the distribution of pulse
periods. Conversely, a higher value for $\log B_0$ gives a better
description of the period distribution, at the cost of a worse
description of the $B$ distribution.

The results of our comparison of the best solutions for $\tau = 10$
Myr with those of $\tau = 100$ Myr can be summarized as follows.
The longer decay times lead to more pulsars at higher $\nu_0$; to
some pulsars with velocities in the direction of the galactic plane,
to a lower average magnetic-field strength at birth of neutron
stars, to longer characteristic ages of the detected pulsars, and
to a reduction in the required birth rate. The overall comparison
suggests that the simulations with a longer decay time provide
a better description of the statistics of real pulsars than the
simulations with short decay times.

3.3. Variation of other parameters

While searching for the best solutions in the previously
discussed simulations, we fixed the values of a number of model
growth, the beaming and luminosity laws, the progenitor scale height,
and the dispersion of the pulsar velocities at birth. We now briefly
discuss the effect of varying these parameters.

The areas of best solutions shown in Fig. 4 show a correlation
between the best values for $B_0$ and $\sigma_B$. The reason for this
Correlation is the relatively high number of observed pulsars with
relatively low field, $\log B \sim 12$, which can only be reproduced
with high values of $B_0$. $\sigma_B$ is sufficiently large. Apparently,
a higher input at strong magnetic fields does not destroy the
quality of the simulation. The reason for this is that most pulsars at
high $\nu_0$ quickly evolve to long pulse periods, where they are
either beyond the death line, or have a high probability of being
beamed away from the Earth. As only a few remain, they will on
average be at large distance, and difficult to observe.

This latter effect shows up if we change the luminosity law
used in the simulations from Eq. (10) to Eq. (11). The areas
of best solution found with Eq. (11) include those found with
Eq. (10), but extend to higher values of $B_0$ and $\sigma_B$. Already at a
decay time of 10 Myr, the values of $B_0$ and $\sigma_B$ for the best
solutions are correlated. The extensions are possible because Eq. (11)
does not increase the luminosity beyond a given maximum, thus
allowing even pulsars with very strong magnetic fields to go
undetected.

The effect of reducing the dependence on pulse period of the
beaming factor, is to move the contours of best simulations
towards lower values of $\log B_0$, and to increase (lessen) the prob-
abilities at short (long) decay times (see Table 1). For beaming
according to Eq. (6) the long decay time still gives better results
than the short decay time. If the beaming is assumed not to depend
on the pulse period, however, the short decay time gives
better results. This is because both short decay times and period-
dependent beaming laws reduce the fraction of high-$B$ pulsars
near the death line in the detected sample. It appears well estab-
lished that the beaming factor depends on the pulse period (e.g.
Lyne & Manchester 1988, Rankin 1990). Our conclusion that
simulations with short decay times are not as successful as those
with long decay times in reproducing the observed distributions
of pulsar properties holds for the beaming laws of both Eq. (5)
and Eq. (6).

All simulations produce too many pulsars at short periods.
It appears possible then that some pulsars are born with pulse
periods in excess of our minimum period. Because of the low sta-
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Fig. 5. Age, magnetic-field strength, and velocity distributions of radio pulsars detected in the simulations discussed in Sect. 3.2, for time scales for decay of the magnetic field of $\tau = 10\,\text{Myr}$ (left) and $\tau = 100\,\text{Myr}$ (right). The top panels show the age distributions of the pulsars detected in the simulations peak toward short ages. For the magnetic fields we show the input distribution according to Eq. (1) (dashed), the initial distribution of the detected pulsars only (thin solid line), and the evolved distribution for the detected pulsars (thick solid line). The evolved velocity distributions (solid histogram) are narrower than the initial velocity distributions (dashed curves). In the bottom panels we plot the current velocity of the detected radio pulsars as a function of their initial velocity. The velocities of the radio pulsars in the simulation with a decay time of 10 Myr (left) have hardly changed in their short life. In contrast, radio pulsars in the simulation with a decay time of 100 Myr (right) may be old enough for their velocities to have changed markedly since their birth.

The statistical impact of the few pulsars at short periods, we refrained from actually testing different input distributions that include longer initial pulse periods. Such tests will only become meaningful once many more pulsars at short periods are discovered.

The scale height of the initial $z$-distribution of the radio pulsars is small with respect to the distance travelled during their characteristic life time. We expect therefore that the precise value of the scale height does not affect our results. Our simulations do not indicate a need for input at higher $z$, as found by Narayan & Ostriker (1990). The finite vertical extent of the electron layer does not lead to a second peak in the DM $\sin b$ distribution due to the pulsars at high $z$, but rather causes this distribution to drop less rapidly with increasing values. As shown in Fig. 5, the effect is not strong. In Fig. 5 we show the “vertical component” of the dispersion measure as a function of the real height above the galactic plane, for the detected pulsars in our best simulations at 10 and 100 Myr. The deviation of the relation between these quantities from a straight line shows the importance of the finite height of the electron layer. Our best simulation at 100 Myr indicates that about 10% of the 130 real pulsars in our comparison sample may be more than 1 kpc removed from the galactic plane.

The scale height of the observed radio pulsars depends also on the initial velocities that pulsars obtain at birth. To see how this affects our conclusion we have performed simulations in
which $\sigma_v$ in Eq. (8) was taken to be 200 km/s. It should be noted that the acceleration in the $z$-direction given by Eq. (9) is only valid for distances to the galactic plane that are not too large. Our use of this equation at all $z$ implies that even pulsars with velocities higher than the local escape velocity ($\sim$ 300 km/s) return to the galactic plane in our simulation. This could in principle cause problems for our simulations, but Fig. 5 shows that such high-velocity returning pulsars are not present in the detected sample.

In the simulations with $\sigma_v = 200$ km/s and $\tau = 100$ Myr, the location in the log $B_0 - \sigma_B$ plane of the best simulations is not affected, but log $\Pi$ drops by about 2. Some detected pulsars have high velocities, but virtually none of these are from pulsars returning from the apex of their orbit. A high velocity rapidly moves a pulsar to a large distance, where it easily escapes detection. In a simulation with $\sigma_v = 200$ km/s, the simulated detected pulsars are too young and have too short periods, as compared to the real detected pulsars. In addition, this simulation gives too many pulsars at high DM sin $b$. Our simulations therefore suggest that the average velocity with which pulsars move away from the galactic plane after birth should not be much in excess of 110 km/s.

Fig. 6 Comparison of the distributions of (from top to bottom) pulse period, magnetic-field strength, “vertical component” of dispersion measure, radio luminosity, and characteristic age for simulated and real pulsars, for the best simulations with time scales for decay of the magnetic field of $\tau = 10$ Myr (left) and $\tau = 100$ Myr (right). The thin lines show the real pulsars, the thick lines the simulated pulsars. All 2000 simulated pulsars are used for the solid curves, but their numbers are normalized to the same total as the real pulsars by multiplication with 130/2000.
The simulations with $\sigma_t = 200$ km/s and $\tau = 10$ Myr have the same problems as those with the longer decay time, except that the distribution of DM sin $b$ improves with respect to the low-$\sigma_t$ simulations. This improvement does not compensate, however, for the deterioration of the $P$- and $t_c$-distributions.

4. Discussion

The properties that we chose to use in searching for the parameters that lead to the best simulations are pulse period, magnetic-field strength, "vertical component" of the dispersion measure, and luminosity at 400 MHz. Of these properties, we find that DM sin $b$ and $L_{400}$ are well or moderately well reproduced by many of our simulations. These properties do not constrain the simulation parameters very much. $P$ and $B$ on the other hand are reproduced with greatly varying success as we vary the simulation parameters, and set good constraints on them.

As already discussed above, addition of the characteristic age to the properties that have to be reproduced by the simulation does not alter our results. The solutions that reproduce $P$ and $B$ well are also successful in reproducing $t_c$. We have made some further tests, and these show that the same is true for the period

\[ \tau = 10.0 \text{Myr} \]
\[ \log B_0(G) = 12.46 \quad \sigma_B = 0.28 \]
\[ Q = 0.051 \]

\[ \tau = 100.0 \text{Myr} \]
\[ \log B_0(G) = 12.36 \quad \sigma_B = 0.32 \]
\[ Q = 0.57 \]
Fig. 8 Kolmogorov-Smirnov tests on the similarity between the distributions of the pulse period (upper panels) and the magnetic-field strength (lower panels) for simulated and real pulsars for two simulations with time scales for decay of the magnetic field of $\tau = 10$ Myr. As compared to the best fit at $\tau = 10$ Myr, the simulation on the left, for $\log B_0(G) = 12.40$ and $\sigma_B = 0.28$, gives a better correspondence for the observed magnetic-field distribution, at the cost of a worse distribution of pulse periods, whereas the one on the right, for $\log B_0(G) = 12.50$ and $\sigma_B = 0.29$, provides a better pulse period distribution, but a worse period distribution. The dots show the real pulsars, the solid lines the simulated pulsars. Each graph is headed with the probability $Q$ that the two distributions shown in the graph are the same.

Fig. 9 $\text{DM} \sin b$ (in cm$^{-3}$·pc) as a function of the height above the galactic plane $z$ for the pulsars detected in our simulations with decay times for the magnetic field of $\tau = 10$ Myr (left) and $\tau = 100$ Myr (right). The pulsars behind the Gum Nebula follow a separate track. The finite height of the electron layer is visible in both simulations.

derivative: our best solutions according to $P$ and $B$ also give better reproductions of the $P$ distribution.

We have verified that our best simulations reproduce the distributions of $\text{DM}$ and $\sin b$ separately in a satisfactory manner, in addition to the product $\text{DM} \sin b$.

We may conclude that our result that high values of $\tau$ give better simulations does not depend on our choice of the properties that we have tried to fit.

If the decay time of the magnetic-field strength is short, the line in the $B - P$ diagram of a constant age of a few million years lies close to the death line. It has therefore been suggested that the observed death line may in part be due to the moderate age of most detected pulsars, in other words, due to selection effects favouring young pulsars (see for example Backer 1988 for a review). For long decay times, of $\sim 100$ Myr, we have found that many detected pulsars can be old enough to have crossed the position of the death line. This means that the death line cannot be due to selection effects, but must indeed represent a line beyond which the radio flux declines precipitously. Simulations in which we remove the death line constraint according to Eq. (13) do indeed lead to a large number of pulsars detectable to the right of and below the death line in the $B - P$ diagram. E.g., if we remove the death line constraint from our best simulation at $\tau = 100$ Myr, more than a fifth of all detectable pulsars are beyond the death line. Our result that long decay times give a better description of the observed pulsar population therefore implies that the death line is intrinsic to the emission mechanism, and not a selection effect.

Because our results seem to contradict conclusions reached earlier by other authors, we must explain how this can be the case. As explained in the introduction of our paper, selection effects have been taken into account by us more consistently than by...
most earlier authors. The dominant importance of selection effects therefore serves to explain the difference between our results and those of many earlier papers. Narayan and Ostriker (1990), however, do take into account selection effects consistently, and our description of most of them is in fact based on theirs.

The differences between our approach and those of Narayan and Ostriker are mainly: 1) our use of a more limited number of real pulsars, 2) our use of Kolmogorov - Smirnov rather than $\chi^2$ tests, 3) our use of a finite scale height of the electron layer (see Eq. 16), and 4) the assumption by Narayan and Ostriker of two independent populations.

Our use of a smaller number of pulsars makes our comparison more sensitive to Poissonian uncertainties in the small sample of real pulsars. Because the Kolmogorov - Smirnov tests consistently favour simulations with long decay times, independent of variations in our other simulation parameters, we do not think that our selection of a smaller sample is the cause of our result. Our simulations show that a low value of the decay time $\tau$ makes a simultaneous good fit to both $P$- and $B$-distributions impossible. This conclusion in itself, in fact, is also drawn by Narayan & Ostriker, and causes them to include a second, independent population of radio pulsars. We do think that our use of Kolmogorov - Smirnov tests may make a difference, as these are more sensitive. On the basis of $\chi^2$ tests we would not be able to express a preference for long decay times. We would find however, that long decay times are of equal quality. It is on the basis of the K-S tests that we find that long decay times provide better fits.

One of the reasons for us to start our investigation was the discovery that the electron layer has a finite extent from the galactic plane, and the determination of this extent with use of the pulsars in globular clusters (Bhattacharya & Verbunt 1991). We do indeed find that a good fraction of the detected pulsars are probably located well above the electron layer (see Fig. 5). We also find that reasonable fits to the "vertical component" of the dispersion measure $DM \sin b$ are found both at long and at short decay times, as shown in Figs. 5, 5.

The main difference between our results and those of Narayan & Ostriker is a consequence of their addition of a second population. We discuss this on the basis of Fig. 5, which shows that a single population does well in reproducing the $B$ distribution, only at the cost of shifting the $P$ distribution towards too short periods, if a decay time of 10 Myr is assumed. Fig. 5 also shows that a single population does well in reproducing the $P$ distribution, at the cost of having too few pulsars with low magnetic-field strengths. Obviously, inclusion of a second population born with longer periods and lower field strengths can improve the correspondence between simulation and observations. The second population introduced by Narayan & Ostriker indeed is characterized by having longer initial spin periods.

Our simulations show that improvement is also possible by increasing the decay time of the magnetic field and simultaneously lowering the average pulsar field at birth. This is in apparent contradiction to the results found by Narayan & Ostriker (1990) in their simulation without field decay (their model r). We repeated our simulations with a scale height $H_2 = 6.8$ kpc, and find that long decay times are favoured even in this case. Thus, the contradiction cannot be attributed to our use of a different model for the electron density distribution. The extreme badness-of-fit for model r of Narayan & Ostriker is rather surprising to us. However, to investigate the cause of the contradiction we would need more details about the results of model r than are provided.

5. Conclusions

The main conclusions of the present paper are the following:

1. Population syntheses with large (\geq 100 Myr) values for the time scale for the decay of the magnetic field of radio pulsars reproduce the properties of the observed radio pulsars much better than those with short decay times. This implies that there is no evidence for any significant decay of the magnetic field during the active life time of a pulsar.

2. It is important to take into account that the scale height of the galactic distribution of free electrons is finite. Our simulations show that more than 10% of the pulsars observed in 4 large surveys may be located more than 1 kpc away from the galactic plane.

3. In the future, measurement of a larger number of pulsar velocities will provide an additional powerful tool for the measurement of the time scale for field decay in single radio pulsars.
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